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Preface

Brief Introduction to the Subject 

The developments in scientifi c research are so astonishing that modern technology and engineering, which is 

built on the basic laws of nature, has also changed shape in tune with it. The strong foundation of engineering 

and technology is laid by the basic fundamentals of physics. In view of this, for quick use of new discoveries 

and thorough understanding of current-day revolutionized developments in technology and engineering, a 

perfect knowledge of basic physics and its principles is absolutely necessary. Keeping this fact under con-

sideration, Gujarat Technological University (GTU) has included basic physics related to new advanced 

developments in their curriculum under the title of Physics (CC 110011) for the courses of all the branches 

of engineering and technology.

Inspiration Behind this Book 

There are plenty of books available in the market showing shortcuts to success in physics. The approach 

is based on question–answer type guidelike textbooks (!) which loses its real sense of learning, assimilat-

ing and applying the ideas / laws in the respective fi elds. Students of Gujarat are deprived of a physics book 

which does not create the fear of exams. Thorough understanding is an essential aspect for understanding the 

simplicity of natural laws of physics. It was felt by most of the teachers and students of Gujarat that there is 

no single book available that can cater to all the needs. The lack of availability of good textbooks in this area 

leads to underdeveloped profi ciency among the students of this subject, which in turn, affects their profes-

sional expertise later on. The problems faced by students and the questions raised regarding the concepts 

they have grasped during their study stimulated us to write a textbook that aims to develop a thorough under-

standing of the concepts of physics and analytical skills through our teaching experience of more than two 

decades. The book will not only serve the purpose of imparting knowledge but will also inculcate curiosity, 

and analytical quantifying power through engineering applications among the students, and a healthy respect 

for the scientifi c community and its ideals. An engineer with a thorough knowledge of his/her subject can 

work towards developing products to make self-suffi cient societies.

Scope/Target Audience

The book is strictly intended for the students of fi rst-year engineering of Gujarat Technological University 

(GTU). It covers the prescribed syllabus of GTU from the academic year 2006–2007. Solved and unsolved 

university papers are included at the end of the book with a complete solution of the latest paper. Questions 
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from the past exams are also included at the end of each chapter. The content is presented in such a way so as 

to enable even an average student to comprehend the concept without much diffi culty. A knowledge level of 

higher secondary grade is enough to understand the topics explained in the book.

Salient Features

 • The book covers the prescribed syllabus of physics for fi rst-year BE of Gujarat Technological Univer-

sity of Gujarat. 

 • Each chapter opens with a puzzle to make the reader develop an interest and look forward to the con-

tents of the chapter.

 • Beginning each topic with its basics, the content is developed gradually so that students can develop 

a clear idea of the concepts.

 • The book emphasizes on its engineering applications to enhance practical knowledge of the subject.

 • Ample conceptual, numerical solved and unsolved problems, MCQ’s, reasoning-type short questions 

and long questions are provided for improving concepts in physics.

 • Wherever necessary, neat and clear diagrams with explanations are provided to enhance better grasp 

over the subject.

Organization 

The book includes 10 chapters and the sequence is arranged according to the prescribed syllabus of GTU 

Physics to help the students. Each chapter does not assume any prior requirement so that individual study of 

the chapter is possible without any diffi culty of coherence in matter due to interdependency of topics. The 

book is written for a one-semester physics course assuming a total of 50 lecture hours. Problems, MCQ’s, 

conceptual questions/problems can be treated separately in the tutorial lectures.

 The book contains the main topics like Architectural Acoustics (Chapter 1), Ultrasonics (Chapter 2), Crys-

tal Physics (Chapter 3), Band Theory of solids (Chapter 4), Lasers (Chapter 5), Optical-Fibre Communication 

(Chapter 6), Conducting materials (Chapter 7), Superconducting Materials (Chapter 8), New Engineering 

Materials (Chapter 9), Non Destructive Testing (Chapter 10).

 The book format is more suitable for a textbook rather than a reference book. The selection of problems 

and questions are on the basis of increasing diffi culty, keeping in mind its pedagogic character and increasing 

inquisitions. 

Acknowledgements

We feel highly obliged to numerous authors and scholars on the subject whose esteemed works have been 
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Feedback
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Architectural
Acoustics

If you have ever attended a music concert in the open air or in a 

big hall which is generally used for social gatherings like mar-

riages, you may have noticed that the effect of the music is totally 

absent even if the instruments are the latest or the singer is tal-

ented. If a stage drama is performed is the same hall, it seems 

boring even if the artists and the play are very good. Improving the 

quality of this type of event is a problem that an engineer solves 

with his knowledge of acoustics, a branch that deals with the study 

of the physical properties of sound. In this chapter, you will learn 

about the fundamental rules that tackle such problems.

INTRODUCTION

The science of architectural acoustics deals with the 

design and planning of a building or a hall which will be 

useful for musical concerts, stage dramas, etc., so as to 

secure the most advantageous fl ow of the properly diffused sound for 

the entire audience without affecting the speech intelligibility and the 

tonal qualities of the music. Therefore, it is essential that the size and 

shape of each room and the arrangement of absorptive and selective 

materials in it should be such as to provide optimum conditions for 

the growth, decay and steady distribution of sound in the room which 

will lead to satisfactory hearing and appreciation of the performance 

of players and speakers. We shall begin the study by a basic under-

standing of sound, its characteristics and the terms involved in the 

measurement of the strength and quality of sound. 

1.1
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SOUND, ITS MEANING, HOW IT WORKS 

The word sound conveys a double meaning: (i) the mental sensation perceived by the ears, and 

(ii) the cause responsible for that perception, namely, the physical phenomenon external to the 

ear—the wave motion which excites the auditory nerves.

 Sound occurs due to the vibratory movement of some body, although the movement may be so slight and 

rapid that it is not visible. A bell, a tuning fork, the strings of a violin, the air inside an organ pipe, etc., are all 

in a state of tremor when producing sound.

 It is evident from the fact that sound stops when vibrations are stopped. If the sounding body is lying in air, 

the repeated vibratory motion sets up waves which propagate in all directions. On falling upon the tympanic 

membrane of the ear, they cause it to vibrate and thus produce the sensation of sound. Sound waves cannot be 

propagated in vacuum as can be easily verifi ed by suspending a ringing electric bell inside a gradually evacu-

ated vessel. The sound would become fainter and fainter, the better the vacuum becomes. It is easy to infer 

from this that an elastic medium is necessary in order that sound waves may be propagated and conveyed to 

the ear. Sound is transmitted not only by air but by liquids and solids as well. 

 Sound is a longitudinal wave motion in material media—solids, liquids and gases—and the velocity with 

which it is propagated, depends upon the two characteristics of the medium: (i) its elasticity—a property 

which indicates that when the particles of a medium suffer relative displacements, a force is set up which 

tends to bring them back to their original confi guration, and (ii) its inertia, which depends upon its mass. The 

actual wave motion depends, therefore, on the kind of initial impulse given from outside, the elasticity and 

the mass contents of the medium.

How Sound Waves Work

Sound waves exist as variations of pressure in a 

medium such as air. They are created by the vibra-

tion of an object, which causes the air surrounding it 

to vibrate. The vibrating air then causes the human 

eardrum to vibrate, which the brain interprets as 

sound.

 In Fig. 1.1, the black dots represent air mole-

cules. As the loudspeaker vibrates, it causes the sur-

rounding molecules to vibrate in a particular pattern 

represented by the waveform. The vibrating air then 

causes the listener’s eardrum to vibrate in the same pattern. 

 Note that air molecules do not actually travel from the loudspeaker to the ear (that would be wind). Each 

individual molecule only moves a small distance as it vibrates, but it causes the adjacent molecules to vibrate 

in a rippling effect all the way to the ear.

Some Important Characteristics of Sound

 (i) The propagation of sound waves requires the presence of an elastic medium.

 (ii) Sound waves cannot travel through vacuum.

 (iii) The velocity of sound waves depends on the nature and temperature of the medium.

1.2

Variations in Air Pressure and Corresponding Waveform

Fig. 1.1 Sound is produced in air medium by a speaker
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CLASSIFICATION OF SOUND

Sound waves are classifi ed on the basis of the frequency range:

 (i) Sound waves having frequencies of less than 20 Hz are known as infrasonic waves.

 (ii) Sound waves with a frequency range of 20 Hz to 20 kHz are the audible sound waves.

 (iii) Sound waves with frequencies greater than 20 kHz are the ultrasonic waves.

 Only audible sound can be perceived with human ears and the other two cannot. Again these audible 

sound waves are classifi ed into two groups:

 (i) Musical sound 

 (ii) Noise 

 The waveforms of musical sound and noise are shown in 

Fig. 1.2.

 The waveform of musical sounds is smooth as shown in 

Fig. 1.2 (a). Musical sounds can be produced using a fl ute, 

veena, sitar, harmonium, etc. Periodicity, regularity and con-

tinuity are their hallmarks. The waveform of noise, on the 

other hand, is irregular as shown in Fig. 1.2 (b).

CHARACTERISTICS OF MUSICAL SOUNDS

The three characteristics which differentiate musical sounds from one another are 

  • Loudness—intensity of sound

  • Pitch—frequency of sound

 • Quality, or timbre

(i) Loudness

It is that characteristic of a musical sound that determines the degree of sensation that the sound can produce 

in the ear. It depends on the intensity of the sound which is objective in nature and the sensitivity of the ear 

which is subjective in nature.

(ii) Pitch

It is that characteristic of a musical sound by which a shrill sound can be distinguished from a grave one, 

even though the two sounds may be of the same intensity. It is also defi ned as that characteristic of sound 

by which the ear assigns it a place on a musical scale. When a stretched string is plucked, a sound of a cer-

tain pitch sensation is produced. If the tension in the string is increased, the pitch (the shrillness) becomes 

higher. Increasing the tension also increases the frequency of vibration. Therefore, pitch is intimately related 

to frequency. But frequency alone does not determine the pitch. Below 1000 Hz, the pitch is slightly higher 

than the frequency and above 1000 Hz, the position is reversed. The loudness of sound also affects the pitch 

up to 1000 Hz. An increase in loudness causes a decrease in pitch. From about 1000 to 3000 Hz, the pitch is 

independent of loudness, while above 3000 Hz an increase in loudness causes an increase in pitch.

1.3

Music

(a)

(b)

Noise

Fig. 1.2 Waveform of musical sound 

and noise
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 The voice of a woman or a child is shrill but that of a man is hoarse (i.e., fl at or grave). The sound emitted 

by a cuckoo is shrill while that by a crow or a lion is hoarse. The buzzing of a mosquito, though low in inten-

sity, has a high pitch. The pitch of the sound changes when the source or the observer or both are in relative 

motion. 

(iii) Quality, or Timbre

It is that characteristic of a musical sound which enables us to distinguish between the sounds produced by 

two different musical instruments or two different persons although their pitch and loudness may be same. It 

is because of this characteristic that we are able to recognize the voice of a known person over the telephone 

or to distinguish between the sounds produced by different musical instruments in an orchestra.

WEBER – FECHNER LAW

The Weber – Fechner law states that the loudness of sound sensed by the ear is directly propor-

tional to the logarithm of the intensity of sound. If L is the loudness and I is the intensity of sound 

then the mathematical form of the Weber-Fechner law is represented by Eq.1.1 below.

  L μ log10 I

\   L = K log10 I (1.1)

 If D represents the difference in the loudness then

  D = L1 – L2

   = K log10 I1 – K log10 I2

  D = K log10  (   I1
 __ 

I2

   )   (1.2)

 Now the sensitivity of the human ear is defi ned by   
dL

 ___ 
dI

  .

 On differentiating Eq. (1.1) with respect to I we get the sensitivity of the ear as given by Eq. (1.3).

    
dL

 ___ 
dI

   =   
K

 __ 
I
    (1.3)

 The above equation indicates that the sensitivity of the ear decreases as the intensity of the sound 

increases.

 The intensity of sound I is defi ned as the amount of sound energy SE fl owing per unit area A in unit time t 

i.e.,

  I =   
SE

 __ 
 A

  

 The unit of energy is joule, the unit of area is square metre and the unit of time is second. So intensity is 

measured in J/ms or Wm– 2. Another term related to intensity is threshold intensity.

 Threshold Intensity is defi ned as the minimum sound intensity which a human ear can easily sense. It 

is 10 – 12 Wm–2. It is also known as standard or zero intensity. It is an intensity that can just be heard by the 

human ear at standard frequency of 1000 Hz. The intensity of sound is a relative term and measured with 

reference to this threshold intensity.
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DECIBEL

The relative intensity or the intensity level of a sound is defi ned as the logarithmic ratio of inten-

sity I of a sound to the standard intensity I0. Or it is the difference in the two loudnesses.

  If the loudness of the sound waves are L and L0 given by the expression from the Weber – 

Fechner law,

  L = K log10 I

  L0 = K log10 I0

 Difference in the loudness is given by 

  DL = L – L0

   = K (log10 I – log10 I0)

  DL = K log10   
I
 __ 

I0

  

 Relative intensity or intensity level or difference in loudness are the same and written by Eq. (1.4).

  IL = K log10   
I
 __ 

I0

    (1.4)

 In Eq. (1.4), if the constant K = 1 then the relative intensity or intensity level IL is expressed in a unit of 

bel. It is defi ned as the intensity level of a sound whose intensity is 10 times the standard intensity. As we can 

see from Eq. (1.4), by putting K = 1, I = 10 I0.

  IL = (1) log10   
10 I0

 ____ 
I0

   = 1 bel

 Similarly, 2 bels and 3 bels correspond to the increase in intensity of sound by 100 and 1000 times I0.

 Bel is a large unit, and hence a smaller unit is more practical. This is known as decibel or dB which is 

given by

  1 dB =   
1
 ___ 

10
   bel (1.5)

 This gives,

  IL = 10 log10  (   1 __ 
I0

   )  dB  (1.6)

Physical meaning of 1 dB

The importance of 1 dB is that it is the smallest change in intensity level IL that the human ear can detect. 

Therefore, let us fi nd the corresponding change in intensity or loudness, i.e., IL = 1dB,

  IL = 10 log10   
I
 __ 

I0

   dB

  1 dB = 10 log10   
I
 __ 

I0

   dB

    
1
 ___ 

10
   = log10   

I
 __ 

I0
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  0.1 = log10   
I
 __ 

I0

  

    
I
 __ 

I0

   = 100.1 = 1.26

  I = 1.26 I0

 It means that a change in intensity level of 1 dB changes the intensity by 26%. Further, we can verify 

that various values of I = 100 I0, 1000 I0, 100 I0, 1000 I0, give 20 dB, 30 dB, 40 dB, and so on. Thus, when 

two sounds differ by 20 dB, the louder of them is 100 times more intense than when they differ by 40 dB. 

The loudest sound that can be heard without pain is about 120 dB known as the threshold of feeling or pain 

threshold. 

Phons

Two different 60-decibel sounds will not, in general, have the same loudness. Saying that two sounds have 

equal intensity is not the same thing as saying that they have equal loudness. Since the human hearing sen-

sitivity varies with frequency, it is useful to plot equal loudness curves which show that variation for the 

average human ear. If 1000 Hz is chosen as a standard frequency then each equal loudness curve can be ref-

erenced to the decibel level at 1000 Hz. This is the basis for the measurement of loudness in phons. If a given 

sound is perceived to be as loud as a 60 dB sound at 1000 Hz then it is said to have a loudness of 60 phons.

60 phons means “as loud as a 60 dB, 1000 Hz tone”

 The loudness of complex sounds can be measured by a comparison to 1000 Hz test tones, and this type of 

measurement is useful for research, but for practical sound-level measurement , the use of fi lter contours has 

been commonly adopted to approximate the variations of the human ear.

Sones

The use of the phon as a unit of loudness is an improvement over just quoting the level in decibels, but it is 

still not a measurement which is directly proportional to loudness. Using the rule of thumb for loudness, the 

sone scale was created to provide such a linear scale of loudness. It is usually presumed that the standard 

range for orchestral music is about 40 to 100 phons. If the lower end of that range is arbitrarily assigned a 

loudness of one sone, then 50 phons would have a loudness of 2 sones, 60 phons would be 4 sones, etc.

SOUND ABSORPTION AND REVERBERATION

When sound propagates in air or a material medium from its source, we assume that spherical 

sound waves spread out in an infi nite homogeneous medium without loss of energy in accordance 

with the law of inverse squares. This is only partially justifi ed because of dissipation or absorption 

of sound energy on account of viscous forces, heat conduction and heat radiation, etc. Whenever the layers 

of a medium are in relative motion, the viscous forces opposing the relative motion must be overcome and 

this involves the transformation of the mechanical energy of the waves into heat. During the propagation of 

sound waves, compressions and rarefactions are formed. At a compression there is rise of temperature and in 

a neighbouring layer in a state of rarefaction, the temperature is correspondingly lowered. These changes are 

not perfectly adiabatic, hence there is a tendency for the heat to be conducted from the compression to the 

rarefaction and this passage of heat down a temperature gradient means an increase of entropy and so dissipa-

tion of energy occurs. Besides these two causes, there is radiation of heat from a compression to a rarefaction. 
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A further cause of dissipation is to be found in intermolecular exchanges of energy, either between molecules 

of different gases or between different degrees of freedom of the same gas.

 It is clear that the absorption of sound is essentially the dissipation of sound energy into other forms of 

energy and ultimately into heat. Two causes are mainly responsible: (i) porosity, and (ii) fl exural vibrations. 

The sound waves are converted into heat by propagation through the interstices of the material and also by 

vibration of the small fi bres of the material. The other reason is when sound waves fall on fl exible materials 

that are not rigidly mounted, the material is set into vibration and the damping forces called into play dis-

sipate the incident sound energy into heat.

 It is the porosity which accounts for the high absorption coeffi cient of felt, rugs, carpets, etc., and a num-

ber of such products are now available. It is observed that the absorption coeffi cient of any given material 

increases with the thickness up to a certain limiting value. A marked difference is observed in the coeffi cients 

of painted and unpainted bricks that shows the importance of porosity. At a given frequency, the absorp-

tion coeffi cient is a function of the angle of incidence. Therefore, average value of absorption coeffi cient is 

 considered for acoustical designing.

 The coeffi cient of absorption of a material is defi ned as the ratio of the sound energy absorbed by the 

surface to that of the total incident sound energy on the surface, i.e.,

  Absorption coeffi cient (a) =   
Sound energy absorbed by the surface

    ___________________________________    
Total sound energy incident on the surface

  

 The sound waves falling on the open windows can easily pass through it without any refl ection, we assume 

that the open window is a perfect absorber of sound and the standard absorption is taken as the unit area of 

an open window as a standard unit of absorption.

 We know that when a source of sound emits sound waves inside a closed building, the waves are gener-

ally refl ected repeatedly by walls, the ceiling and objects in the building. The intensity of the sound waves 

decreases at every refl ection and fi nally, it becomes too low to be audible. This repeated refl ection and persis-

tence of sound even after the source of sound has stopped is called reverberation. The duration for which the 

sound persists is called the reverberation time. It is the time taken for the sound to fall below the minimum 

audibility, measured from the instant when the source stops emitting sound.

 When sound waves cross any given plane, the average rate at which energy fl ows along with the wave 

across unit area of the plane normally is called the intensity of the sound wave. The intensity is related to the 

loudness of the sound heard by the ear placed at that plane. The Weber–Fechner law states that the loudness 

is proportional to the logarithm of the intensity. If S is the loudness and I is the intensity then

  S = K log I (1.7)

where K is a constant depending on the sensitiveness of the ear, quality of the sound, and other factors.

 Now the average rate of fl ow of energy per second or power W transmitted by a wave is compared to a 

standard power W0 by using a unit called the bel.

  Power W = log10  (   W ___ 
W0

   ) bel (1.8)

 If a power W is 10 times a standard power W0, then it is equivalent to 1 bel. A commonly used unit of 

power ratio is the decibel, which is equal to 1/10 of a bel.

\  1 bel = 10 decibels = 10 dB

\  power W = 10log10  (   W ____ 
W10

   ) dB (1.9)
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SABINE’S FORMULA

Sabine used an organ pipe to defi ne reverberation time. He took an organ pipe of frequency 

512 Hz and found that sound became inaudible when its intensity fall to 10-6 times its intensity 

just before the source is cut off. He noticed that the time of reverberation depends upon the size of 

the hall, loudness of the sound and upon the kind of the music or 

sound for which hall is to be used. The derivation of the formula 

for reverberation time is as follows.

 Consider a room of volume V fi lled with sound energy pro-

duced by a source. Assume that there is a uniform distribution of 

sound energy in the given volume of the room. At some instant 

of time let the energy density be E. Consider a volume element 

dV around a point A as shown in Fig. 1.3, whose spherical polar 

coordinates are r, q, f.

 The volume element is given by

 dV = r2 sin q dr dq df (1.10)

  So the energy contained within this volume element is EdV. 

This energy is radiated equally in all directions into a solid angle 

4p.

 The fraction of energy radiated into a unit solid angle is there-

fore given by EdV/4p.

 As shown in Fig. 1.4, the solid angle d W subtended at the point A by a 

surface element d S around O is given by

 d W =   
dS cos q

 _______ 
r2   (1.11)

 Therefore, the energy falling on the surface element d S is

   
E dV

 _____ 
4p

   d W =   
E dV

 ____ 
4p

     
dS cos q

 _______ 
r2   (1.12)

 Now the energy will reach the surface element dS from all directions 

above it from f = 0 to 2p, q = 0 to p/2. If we now imagine the concen-

tric hemispheres around O with radii ranging from 0 to v, where v is 

the velocity of sound then the energy contained within this hemisphere (r = 0 to v) will have reached d S in 

one second. Therefore, the total energy incident on the surface element d S in one second is

  e =  Ú 
 

   

 

      
E dV

 ____ 
4p

     
dS cos q

 _______ 
r2   

   =  Ú 
 

   

 

    Ú 
 

   

 

    Ú 
 

   

 

      
E dS

 ____ 
4p

   r2 sin q dq df   
cos q

 _____ 
r2     

   =  Ú 
0

   

v

    dr   Ú 
0

   

  
p

 __ 
2  

   sin q cos q dq   Ú 
0

   

2p

   df   
E dS

 ____ 
4p

   

   =   
E dS

 ____ 
4p

    Ú 
0

   

v

    dr   Ú 
0

   

  
p

 __ 
2

 

 

   sin q cos q dq [2p] 
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dV

dr

A

r

dq

d

dS

q

O

Fig. 1.3 Showing the small volume element
   d V and surface area element d S

A

dS
O

dW

r

Fig. 1.4 Showing the solid angled
   d W, and surface element d S
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   =   
E dS

 ____ 
4p

   [2p]  Ú 
0

   

v

   dr   [   1 __ 
2
   ] 

   =   
E dS

 ____ 
4p

   [2p]  [   1 __ 
2
   ]  v

  e =   
Ev dS

 _____ 
4
   (1.13)

 If we consider the absorption coeffi cient of the surface element dS to be a then the rate at which the energy 

is absorbed by it is (a Ev dS/4) Summing over all absorbing surfaces in the room we get the

  Rate of absorption of energy =   
Ev

 ___ 
4
   S a dS (1.14)

 Let the source of sound be supplying energy at a steady rate of P. Since the energy density in the room is 

E, the total energy in the room is EV . Therefore, the rate at which this total energy is changing is given by

    
d
 __ 

dt
   (EV) = V   

dE
 ___ 

dt
   (1.15)

 Therefore, we have at any instant of time

 Rate of change of energy in the room (1.16)

   = Rate at which the energy is supplied by the source

    – Rate at which energy is absorbed by the absorbing surfaces

\  V   
dE

 ___ 
dt

   = P –   
Ev

 ___ 
4
   S a dS

\  V   
dE

 ___ 
dt

   = –   
v S a dS

 ________ 
4
    [ E –    

4 P
 ________ 

v S a dS
   ]  (1.17)

 Now let  [   E – 4 P
 ________ 

4 S a dS
   ]  = E ¢ (1.18)

 Then,   
dE

 ___ 
dt

   =   
dE ¢

 ____ 
dt

  , since   
4 P
 ________ 

v S a dS
   = constant

\  V   
dE ¢

 ____ 
dt

   = –   
v S a dS

 ________ 
4
   E ¢

or    
dE ¢

 ____ 
dt

   = –   
v S a dS

 ________ 
4V

   E ¢

or    
dE ¢

 ____ 
E ¢

   = –   
v S a dS

 ________ 
4V

   dt

 On integrating we get,

  log E ¢ = –   
v S a dS

 ________ 
4 V

   t + K (1.19)

where K is constant of integration.
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 Let   
v S a dS

 ________ 
4 V

   = s (1.20)

 Then log E ¢ = – s t + K

\  E ¢ = e–s t + K = e–s t . eK

 Substituting for E ¢, we get

   [ E –   
4 P
 ________ 

v S a dS
   ]  = e–s t.eK

or

  E –   
P
 ___ 

s V
   = e–s  t.eK (1.21)

 Let E = 0 at t = 0. Then,

  –   
P
 ___ 

s V
   = eK

\  E –   
P
 ___ 

s V
   = e–s t .  ( –   

P
 ___ 

s V
   ) 

or

  E =   
P
 ____ 

s V
   (1 – e–s t) (1.22)

 The maximum value of E is reached when t = •. We get,

  Emax =   
P
 ___ 

s V
   (1.23)

\  E = Emax (1 – e–s t) (1.24)

 Thus, sound energy grows exponentially as shown in Fig. 1.5(a) below.

E

E

Emax 

(a) (b)

tt

Fig. 1.5 (a) Sound energy grows; (b) Decay of sound energy

 Now let us assume that the maximum energy density has been attained in the room. Again let the source 

of sound be switched off at that instant. We shall now put the new initial condition, namely, P = 0, E = Emax 

at t = 0, the equation a = – w2y. We get

  Emax = eK
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 Since P = 0, for t > 0 also, we get

  E = e–s t Emax (1.25)

 Thus, the energy density decreases exponentially with time, as shown in the Fig. 1.5(b).

 Now reverberation time (T ) is defi ned as the time (measured from the instant when the source is switched 

off) at which E = 10-6Emax. Substituting t = T, E = 10 - 6 Emax in the above equation, we get

  10–6 Emax = e–s T Emax

or

  e–s T = 10–6

 Taking logarithms to the base e on both the sides, we get

  log (e–s t) = log (10–6)

  – s T = –6 × 2.303

  T =   
6 × 2.303

 ________ 
s

   =   
13.818 × 4 V

 ___________ 
v S a dS

  

 Assuming the velocity to be 330 m/s, we get

  T =   
6 × 2.303

 ________ 
s

   =   
13.818 × 4 V

 ___________ 
330 S a dS

   =   
0.1675 V

 ________ 
S a dS

  

 So the reverberation time (T ) is

  T =   
0.1675 V

 ________ 
S a dS

   (1.26)

where V is in m3, and dS is in m2. If V is in ft3 and dS is in ft2, the reverberation time is

  T =   
0.05 V

 ______ 
S a dS

   (approx.) (1.27)

ACOUSTICS OF BUILDINGS

If the reverberation time of a room is too short then the sounds emitted in that room appear to be 

‘dead’ or ‘fl at’. If the reverberation time is too long, the words become unintelligible, since each 

syllable continues to be heard even after the next syllable has been uttered. For good acoustics 

of a room, the reverberation time should be neither too short nor too long. The actual values depend on the 

nature of the sounds. For speech the reverberation time should be about 1–2 seconds. For music, it should be 

a little longer.

 The desired value of reverberation time can be obtained by the suitable arrangement of absorbing materi-

als like upholstery, curtains, etc., and by using special ‘acoustic plasters’, bricks, tiles, etc.

 In addition to a suitable reverberation time, the distribution of sound in a proper manner is also necessary 

for good acoustical quality of a room. For this purpose, a glass or plastic model of the room is made. Strong 

sound pulses are produced in different parts of the model, and ‘spark photographs’ of the model, showing 

the distribution of sound, are obtained. After studying the distribution of sound, the model is redesigned, if 

necessary.
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Conditions for Good Acoustical Design of Rooms or Factors Affecting Acoustics of Buildings and 
their Remedies

(1) Control of Reverberation As reverberation is produced due to repeated refl ections from the walls of the 

room, the remedy lies in increased absorption which may be brought about by the following:

 (i) Keeping a few windows open will let the entire sound energy out and serve as perfect absorbers.

 (ii) Walls covered with absorbent materials like celotex, perforated cardboards, coarse cloth, maps and 

pictures, felt, asbestos, heavy curtains, etc., or walls engraved and roughened with decorative materi-

als to diffuse the sound. Porous bodies having small capillaries absorb a good deal of sound energy 

incident on them and serve very well as sound suppressors.

 (iii) Upholstered seats are responsible for absorption and avoid approximately the effects of the presence 

or absence of the audience.

 (iv) A large audience (one listener is equivalent to 4.7 sq ft of an open window (women being rather better 

absorbers than men owing to the nature of their clothing).

 (v) Reduction of reverberation is also achieved by covering the fl oor with carpets and using acoustic 

tiles.

(2) Shape of Walls and Ceiling There should be no curved walls or corners bounded by two walls for two 

reasons—fi rst of all, to avoid focusing and concentration of sound at one place and secondly to avoid ‘dead’ 

spaces. Concave rear walls are responsible for troublesome echoes and delayed refl ection in many cinema 

halls and auditoria. These detrimental refl ections can be converted into useful ones by introducing a ceiling 

splay between the ceiling and the rear wall.

(3) Concave Surfaces and Balconies Concave surfaces like domes, curved arches and barreled ceiling 

should be avoided unless given careful acoustical design in order to eliminate focusing effects, nondistribu-

tion of sound or echoes. The balconies by rule should have a shallow depth and high opening. The depth 

should not exceed twice the height of the opening. If these conditions are achieved, the sound fl ows readily 

into the space under the balcony.

(4) Floor Plan with Diverging Side Walls The refl ections from the ceiling and the walls can be utilised for 

the establishment of a higher sound level at the rear of a hall. For the proper angle for the ceiling and the side 

wall refl ecting surfaces, the geometrical law of refl ection can be used so that they will guide the sound to 

those seats where the sound level is not adequate.

 Flutter echoes frequently occur in rooms having smooth, hard and parallel walls. They can be reduced by 

the use of diffusing elements on the walls or by the use of diverging or tilted walls or splays.

(5) Seats To secure good distribution of sound, the general plan of the hall with seats should be such that the 

speaker should be at the focus of a paraboloid refl ecting surface and a plane beam of sound can be sent down 

the hall. Moreover, from the standpoint of hearing as well as seeing, the seats should be gradually elevated in 

order to promote a free fl ow of a direct sound from the source to the listeners.

 In case of a room having bad acoustical properties, the person should speak slowly so as to produce as 

little volume of sound as is just suffi cient to fi ll the room.

 We should note that by decreasing the time of reverberation, the steady value of sound also decreases. 

Hence one would not like the sound energy to be too low to be audible, i.e., to make the room feel ‘dead’. 

So the time of reverberation should not be decreased beyond a certain optimum value as decided by experi-

ence.
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Concluding Remark Unless we study the basic concepts of the above topics like SHM, forced and damped 

vibrations, the type of the sound waves and the equation of motion of sound waves, we cannot understand 

how a good auditorium or a cinema hall may be designed. Even our classrooms or halls for indoor games are 

based on the principles stated above. The reverberation time is a key factor in designing a good acoustical 

structure. This knowledge is the backbone of civil engineering, structural and architectural engineering.

Solved Problems

1 The sound from a drill gives a noise level of 90 decibels at a point a few feet away from it. What 

 is the noise level at this point when four such drills are working at the same distance away?

Solution Let the power transmitted by the sound waves from one drill be W. Let W0 be a standard power. 

Then the power ratio is

  P = 10 log10  (   W ___ 
W0

   )  decibels = 90 decibles

 When four drills are working, the power transmitted will be 4 W. The power ratio is

  P ¢ = log10  (   4W
 ___ 

W0

   )  decibels

   = 10 log10 4 + 10 log10  (   W ___ 
W0

   ) 
   = (10 × 0.6) + 90

   = 96 dB

 This gives the noise level when four drills are working simultaneously.

2 A lecture hall with a volume of 45000 ft3 is found to have a reverberation time of 1.5 seconds. 

 What is the total absorbing power of all surfaces in the hall?

Solution The reverberation time is given as

  T =   
0.05 V

 ______ 
S adS

   (approx.)

where T is the reverberation time, V is the volume of hall in ft3, and S adS is the total absorbing power of all 

the surfaces. Given, V = 45000 ft3, T = 1.5 s.

 The total absorbing power of all surfaces in the hall

  S adS =   
0.05 V

 ______ 
T

   =   
0.05 × 45000

  ___________ 
1.5

   = 1500 FPS units
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3 A hall with a volume of 56000 cu. ft is found to have a reverberation time of 2 seconds. If the 

 area of the sound-absorbing surface be 7000 sq. ft, calculate the average absorption coeffi cient.

Solution By Sabine’s formula, the reverberation time is given as

  T =   
0.05 V

 ______ 
A

  

where

  A = S a dS = a S dS = a S

where T is the reverberation time, V is the volume of the hall in ft3, and S a dS is the total absorbing power 

of all surfaces. Given, S = 7000 sq. ft, V = 56000 ft3, T = 2 s.

  T =   
0.05 V

 ______ 
A

   =   
0.05 V

 ______ 
a S

  

\  a =   
0.05 V

 ______ 
TS

   =   
0.05 × 56000

  ___________ 
2 × 7000

   = 0.2

4 A hall has a volume of 80000 cu. ft. Its total absorption is equivalent to 1000 sq. ft. of open win-

 dow. What will be the effect on the reverberation time if an audience fi lls the hall and thereby 

increases the absorption by another 1000 sq. ft.?

Solution V = 80000 cu. ft., S = 1000 sq. ft.,

 From Sabine’s formula, we have the reverberation time T given by,

  T =   
0.05 V

 ______ 
A

   =   
0.05 V

 ______ 
a S

  

\  T1 =   
0.05 V

 ______ 
a S

   =   
0.05 × 80000

  ___________ 
a × 1000

   =   
4
 __ a  

 When the audience fi lls the hall, the total absorption will become equal to (1000 + 1000) = 2000 sq.ft. of 

open window.

  T2 =   
0.05 V

 ______ 
a S

   =   
0.05 × 80000

  ___________ 
a × 2000

   =   
2
 __ a  

\    
T2

 __ 
T1

   =   
2/a

 ___ 
4/a

   =   
1
 __ 

2
  

 Thus, the reverberation time is reduced to one-half of its initial value.

5 A hall has a volume of 80000 f t 3 and its total absorption is equivalent to 1000 f t 3 of open 

 window. How many persons should be seated in the hall so that the reverberation time becomes 

2 seconds, given that the absorption area of one person is equivalent to 2 sq. ft. of open window? 

Calculate the reverberation rime of the empty hall also.

Solution Let n be the number of persons seated in the hall.

 Therefore, total absorptions due to n persons is equivalent to 2n sq. ft.

 Total absorption of the hall = A = 1000 + 2n sq.ft.
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  T =   
0.05 V

 ______ 
A

  

  2 =   
0.05 × 80000

  ___________ 
1000 + 2n

  

  2(1000 + 2n) = 0.05 × 80000

  n = 500 persons

 When the hall is empty, A = 1000 sq. ft., so

  T =   
0.05 × 80000

  ___________ 
1000

   = 4 s

6 The intensity of sound produced by thunder is 0.1 Wm-2. What is the relative intensity in dB?

Solution  I0 = 10–12 Wm–2, I = 0.1 Wm–2, IL = ?

  IL = 10 log10  (   0.1
 ____ 

10–12   )  dB

   = 10 log10 (1011)

   = 10 × 11

   = 110 dB

7 Calculate the change in intensity level when the intensity of sound increases 100 times its original 

intensity.

Solution Given: 

  Initial intensity = I0

  Final intensity = I

    
I
 __ 

I0

   = 100

 Increase in intensity level = L

\  L = 10 log10  (   I __ 
I0

   )  (in dB)

\  L = 10 log10 100 = 20 dB

8 Calculate the change in intensity level when the intensity of sound increases 1000 times its origi-

nal intensity.

Solution Initial intensity = I0

  Final intensity = I

  Ratio of I/I0 = 1000

  Increase in intensity level =

  IL = 10 log10   
I
 __ 

I0

   dB
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  IL = 10 log10 103 dB

   = 10 × 3 = 30 dB

Multiple-Choice Questions

 1. Which of the following gives the range of audi-

ble sound?

 (a) 0 Hz to 20 Hz (b) 20 Hz to 20 kHz

 (c) 20 kHz to 20 MHz (d) 0 Hz to 200 kHz

 2. Which of the statements is true?

 (a) Sound waves move faster in air than in sol-

ids.

 (b) Sound waves move with equal speed in all 

media.

 (c) Sound waves move faster in solids than in 

air.

 (d) It cannot be said with certainty, in fact it 

depends on the wavelength and frequency.

 3. The velocity of sound

 (a)  does not depend on the temperature of the 

medium

 (b)  does not depends on the nature of the 

medium

 (c)  depends on both the nature and temperature 

of the medium

 (d)  both (a) and (b) are correct.

 4. The following waves have frequencies greater 

than those of audible waves:

 (a) Supersonic

 (b) Infrasonic

 (c) Ultrasonic 

 (d) Both (a) and (c) are correct

 5. The following waves have frequencies less than 

those of audible waves:

 (a) Supersonic (b) Infrasonic

 (c) Ultrasonic (d) none of the above

 6. The velocity of sound in air

 (a) increases with increase in temperature 

 (b) decreases with increase in temperature

 (c) does not depend on the temperature

 (d) decreases with decrease in temperature

 7. The intensity level of threshold of hearing is

 (a) 10–12 Wm–2 (b) 1 dB

 (c) 10 Wm–2 (d) 100 dB

 8. The sensitiveness of the ear is given by

 (a) dL/dI (b) L = K log 10 I

  (c) IL = 10 log 10(I/I0) (d) pitch

 9. Reverberation of sound in a hall is

 (a)  a desirable effect in a controlled way

 (b) undesirable effect

 (c) sometimes desirable and sometimes not 

desirable

 (d) essential evil

 10. Reverberation time is given by

 (a) Sabine’s formula

 (b) Weber – Fechner law

 (c) Weber’s law 

 (d) Sabine – Fechner law

Answers to MCQ’s

 1. (b) 2. (c)  3. (c) 4. (d) 5. (b) 6. (d) 7. (a) 8. (a)

 9. (a)  10. (a)
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Practice Problems

1. Calculate the intensity level in dB if the intensity of 

sound in a street during heavy traffi c is 10–6 Wm–2. 

[Ans: 60 dB]

2. Find the intensity level in phons if 3000 Hz with 

intensity level of 70 dB produces the same loudness 

as a standard source of frequency 1000 Hz at an 

intensity level of 67 dB. [Ans: 67 Phons]

3. A hall of volume 1.2 × 105 m3 has a reverbera-

tion time of 1.55 s. If the total absorbing surface is 

2.65 × 104 m2, calculate the average absorbing power 

of the surface. [Ans: 0.488 sabine]

4. An auditorium has a volume = 7.5 × 103 m3. If 

reverberation time is 1.5 s, calculate the total absorp-

tion in the hall. [Ans: 8.35 × 102 sabine-m2]

5. For a given hall having absorption coeffi cient 

0.2 and volume 103 m3 and absorbing surface area 

4 × 102 m2, calculate the reverberation time of the 

hall. [Ans: 2.088 s]

Short-answer Questions

1. Explain the term ‘decibel’.

2. How is the loudness of sound related to the inten-

sity of the sound wave?

3. State the Weber–Fechner law in sound.

4. What is reverberation?

5. State Sabine’s formula.

6. Can you hear your own words if you are standing 

in a perfect vacuum? Can you hear your friend in the 

same conditions?

7. Two loudspeakers are arranged facing each other 

at some distance. Will a person standing behind one 

of the loudspeakers clearly hear the sound of the 

other loudspeaker or the clarity will be seriously 

damaged because of the ‘collision’ of the two sounds 

in between?

8. If you are walking on the moon, can you hear the 

sound of stones cracking beneath your feet? Can you 

hear the sound of your own footsteps?

9. Why is a given sound louder in a hall than in the 

open?

10. Draperies and furniture often improve the acous-

tics of a room; why?

Long-answer Questions

1. Explain clearly what causes reverberation in a 

hall and how it can be minimised. Derive Sabine’s 

expression for the reverberation time.

2. Write an essay on ‘The Acoustics of Buildings’.

3. What factors determine good acoustics of a 

room?

4. Derive an expression for the reverberation time.

5. Discuss the condition for good acoustical design 

of rooms.
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Questions from Previous Exams

Architectural Acoustics

 (i) What is standard intensity? Give its value. (GTU- Jan’ 2009)

  The minimum sound intensity which a human ear can sense is called the standard intensity. Its value 

is 10–12 Wm–2. 

 (ii) Defi ne reverberation time. (GTU- Jan’ 2009)

  The time taken by a sound intensity to fall below the minimum audibility level after the source stops 

sounding.

 (iii) The volume of a room is 600 m3. The wall area of the room is 220 m2, the fl oor area is 120 m2 

and ceiling area is 120 m2. The average sound absorption coeffi cient for the wall is 0.03, for the 

ceiling is 0.8 and for the fl oor it is 0.06. Calculate reverberation time. (GTU- Jan’ 2009)

  Given

   V = 600 m3

  Area of the room S1 = 220 m2, a1 = 0.03

  Area of the fl oor S2 = 120 m2, a2 = 0.06 

  Area of the ceiling S3 = 120 m2, a3 = 0.8

  Average absorption coeffi cient 

    = a1S1 + a2S2 + a3S3/S1 + S2 + S3

   6.6 + 7.2 + 96/460 = 0.2374 O.W.U.

    
_
 a  S = 0.2374 × 460 = 109.8 O.W.U.-m2

   T = 0.167V/ 
_
 a  SS = 0.91 s

 (iv) What is meant by time of reverberation? Discuss Sabine’s formula. (GTU- Jan’ 2009)

  (Refer Section: 1.7)

 (v) State any fi ve factors affecting the acoustics of the building and give at least two remedies. 

(GTU- Jan’ 2009)

  (Refer Section: 1.9) 

 (vi) What is the resultant sound level when a 70-dB sound is added to an 80-dB sound?

(GTU- Jan’ 2009)

  Given IL1 = 70 dB IL1 = 80 dB

   IL1 = 10 log10 (I1/Io) = 70 dB

   IL2 = 10 log10 (I2/Io) = 80 dB

   I1/Io = 107

   I2/Io = 108

   I = I1 + I2 = 107 Io + 10 × 107 Io = 11 × 107 Io 

   IL = 10 log10 (I/Io)

   IL = 80.41 dB
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 (vii) Explain the various factors affecting the acoustics of a building and give their remedies.

(GTU- Jan’ 2010)

  Reverberation time, loudness, focusing, echelon Effect, resonance

 (viii) What is absorption coeffi cient? Explain how you can determine the absorption coeffi cient.

(GTU- Jan’ 2010)

  The sound-absorbing coeffi cient of a material is defi ned as the ratio of sound energy absorbed by it to 

the total sound energy incident on it.

  Suppose T1 is reverberation time an for empty hall, so T1 = 0.167 V/SaS

  Suppose T2 is reverberation time of hall with absorbing material, so T2 = 0.167 V//SaS + a1S1

  Therefore, 1/T2 – 1/T1 = a1S1/0.167 V and hence a1 = 0.167 V/S1 [1/T2 – 1/T1] Sabine.

 (ix) A cinema hall has a volume of 7500 m3. What should be the total absorption in the hall if the 

reverberation time of 1.5 seconds is to be maintained? (GTU- Jan’ 2010)

   T = 0.167 V/ as 

   T = 1.5 seconds 

   V = 7500 m3

   S as = ?

   Sas = 835 Sabin-m2

 (x) What is the resultant sound level when a 70 dB sound is added to an 85-dB sound?

  Given IL1 = 70 dB IL1 = 85 dB

   IL1 = 10 log10 (I1/Io) = 70 dB

   IL2 = 10 log10 (I2/Io) = 85 dB

   I1/Io = 107

   I2/Io = 100.5108 = 3.16 (108)

   I = I1 + I2 = 107 Io + 3.16 × 108 Io = [1 + (3.16) 10] × 107 Io 

   I = (32.6) 107 Io 

   IL = 10 log10 (I/Io)

   IL = 85.13 dB

 (xi) Derive Sabine’s formula for reverberation time. (GTU- June’ 2010) 

  (Refer Section: 1.8)

 (xii) What are the characteristics of musical sound? Explain them in details. (GTU- June’ 2010) 

  (Refer Section: 1.4)
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Ultrasonics

If you are on the ground and want to know the speed and direction 

of an aircraft in the sky or a steamer in the ocean, is it possible? 

A wall of a dam is leaking. Can you detect the position of leakage 

and the amount of cavity in the wall of the dam? The following 

chapter will provide the techniques to solve such problems.

ULTRASONIC WAVES

Sound is the mechanical vibrations of particles of the 
material medium. The human ear is sensitised to hear the 
sound waves between 20 Hz to 20 kHz, which is known 

as the audible range. Sound waves with frequencies above 20 kHz 
(above the audible range) are known as ultrasonic waves. The energy 
of ultrasonic waves is large on account of high frequency; so they can 
propagate through larger distance. The propagation also depends on 
the elastic properties and the density of the medium. The   is highest in 
solids and lowest in gaseous media but it cannot propagate in  vacuum. 
Due to their smaller wavelength as compared to audible sound, a large 
number of ultrasonic applications are possible in almost all branches 
of technology, engineering and medicine. There are three types of 
ultrasonic waves depending on the mode of vibration of the parti-
cles of the medium with the propagation direction of the wave. They 
are (i) longitudinal or compressional type of waves, (ii)  transverse 
or shear waves, and (iii) surface or Rayleigh waves. The very fi rst 
ultrasonic devices were developed early in the 20th century when the 
piezoelectric effect was discovered by Jacques and Pierre Curie. Our 
aim is how to generate ultrasonic waves of appropriate frequency and 
power, how to detect their presence in the given medium and how to 
manipulate them for various applications in  different fi elds of  science, 
technology and medicine.

2.1
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PRODUCTION OF ULTRASONIC WAVES

To produce ultrasonic waves of frequencies greater than 20 kHz, the usual method is not help-
ful. One reason is that in the method of a diaphragm loudspeaker fed with alternating current 
at very high frequencies (greater than 20 kHz), the inductive effect of the loudspeaker coil is so 

large that practically no current passes through it. The second reason is that the diaphragm of a loudspeaker 
cannot vibrate at such high frequencies. So other appropriate methods are to be used for the production of 
ultrasonic waves.

 There are two important methods based on two principles, namely, magnetostriction and piezoelectric 
effect. The magnetostriction method is commonly used for frequencies up to 300 kHz and the piezoelectric 
generators are used for even higher frequencies, i.e., for frequencies up to few hundred MHz. First, we shall 
discuss these two principles along with their production methods.

2.2.1 Magnetostriction Principle

When a rod of ferromagnetic material, like nickel or iron, is placed in a magnetic fi eld parallel to its length 
(Fig. 2.1), a small change in the length, of the order of 1 ppm, occurs. This change of length is independent 
of the direction of the fi eld and only depends upon the magnitude of the fi eld and nature of the material. This 
is known as the magnetostriction phenomenon. Out of many existing ferromagnetic material, large magneto-
striction effect is exhibited by nickel. So it is preferred most.

Current in

Nickel rod

Current out

Solenoid

Fig. 2.1 Magnetic fi eld is parallel to the axis of solenoid and length of nickel rod

 Longitudinal ultrasonic waves with frequencies greater than 20 kHz, can be produced with this method. 
For this purpose, we apply an alternating magnetic fi eld parallel to the axis of the ferromagnetic rod. For 
producing an ac magnetic fi eld, a rod is kept along the axis of a solenoid and alternating current is fed to the 
solenoid which produces an alternating magnetic fi eld parallel to its axis. The frequency of the alternating 
current and hence ac magnetic fi eld is same. In each half cycle of ac current or ac magnetic fi eld, the length 
of the rod changes, hence longitudinal vibrations in the rod are set up with a frequency twice that of the 
applied frequency. If the rod is not magnetised initially then the resulting changes like elongation or contrac-
tion depends on the type of the material and are independent of the direction of the magnetic fi eld. If the 
natural frequency of vibration of the rod is equal to the frequency of ac magnetic fi eld, resonance occurs and 
produces maximum amplitude of vibrations in the rod. If the frequency f of ac fi eld is in the ultrasonic range, 
the medium surrounding the rod (e.g., air) will also vibrate with a frequency 2 f, hence ultrasonic waves are 
produced and propagate in air medium.

2.2
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 The frequency of desired value can be generated by knowing the following data of the material of the 
rod. If Y is the Young’s modulus of the material, r is the density of the material, L is the length of the rod 
and n is the mode of vibrations under consideration, the frequency f of ultrasonic waves is given by the 
following relation.

  f =   
n
 ___ 

2L
    ÷ 

__

   
Y

 __ r     (2.1)

where n = 1, 2, 3, ...

 Here, it is desired that the frequency of the ac current and frequency of the vibration of the rod should be 
same to achieve resonance condition. For this purpose, the rod should be initially magnetised by a dc current 
through a second coil. If this dc magnetic fi eld is stronger than the ac magnetic fi eld, the frequency of the 
vibration of the bar will be equal to the applied frequency and hence resonance occurs.

2.2.2 Magnetostriction Method

We require an alternating current of frequency greater than 20 kHz. For this purpose, the Colpitt’s oscillator 
circuit is most suitable. This circuit consists of a tank circuit made up of two capacitors C1 and C2 and a com-
mon inductor coil L connected, as shown in Fig. 2.2.

Feedback
capacitor

Cfb

Colpitt’s oscillator circult
Tank circuit

+
+

+

+

–

–

–

–

RF choke Current
amplifier

output circuit

Feedback circuit

Coil for
magneto striction

Nickel rod

Ultrasonic
waves

Solenoid for initial
magnetization

B

C

E

R1

R2 RE CE C1

L

L
C2

C2

C1

+ VCC

Vout

Vout

Vf

Ccoup

Fig. 2.2 Magnetostriction method for production of ultrasonic waves
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 The frequency of oscillations is given by

  f =   
1
 _______ 

2p ÷ 
____

 CTL  
   (2.2)

where,

  CT =   
C1C2

 ______ 
C1 + C2

   (2.3)

 Note also that C1-C2-L is also a feedback circuit that produces a phase shift of p radian. The radio fre-
quency choke decouples any ac signal on the power lines from affecting the output signal.

 When the circuit is turned ON, two capacitors C1 and C2 of the tank circuit are charged. They get dis-
charged through the inductor coil L, again charged with opposite polarity and this way set up oscillations of 
frequency given by Eq. (2.2). The output voltage of the transistor amplifi er appears across the capacitor C1 
and feedback voltage is developed across the capacitor C2 of the tank circuit. Vout across C1 and Vf across 
C2 are 180° out of phase. The feedback voltage to the transistor provides a positive feedback. The transistor 
provides 180° phase shift and a further phase shift of 180° is provided by the C1 − C2 voltage divider. So 
feedback is properly phased to produce continuous undamped oscillations in the tank circuit.

 The transistor is biased with the help of the resistances R1, R2, RF Choke and RE. The oscillations are fed 
back to the transistor base through the feedback capacitor Cf b. The appropriate frequencies are amplifi ed by 
transistor action and the oscillations corresponding to them are sustained. Now the oscillations at the output ter-
minals of the tank circuit are fed to operational amplifi er/current amplifi er to raise the level of oscillations. The 
output of the operational amplifi er is given to the magnetostriction coil through the coupling capacitor Ccoup. 
There is one more coil through which a dc current and hence a dc magnetic fi eld is applied to initially 
magnetise a nickel rod and this magnetic fi eld is higher than the ac magnetic fi eld which sets up vibrations 
in the nickel rod. The resonance condition is achieved by keeping the frequency of the ac fi eld (given by 
Eq. (2.2)) equal to the natural frequency of vibration the of rod (given by Eq. (2.1)). Hence, ultrasonic waves 
in the surrounding medium are produced. By suitably selecting the material and length of the rod, the desired 
frequency of the ultrasonic waves can be produced.

 The advantages of this method are that a large output 
power can be produced and materials used in this method 
are inexpensive. The disadvantages are that frequencies 
greater than 100 kHz and single frequency oscillations can-
not be generated.

2.2.3 Piezoelectric Principle

When certain crystals (known as piezoelectric crystals) like 
quartz, ammonium phosphate, Rochelle salt, tourmaline, 
etc. (Fig. 2.3), are stretched or compressed along a mechan-
ical axis, an electric potential difference is produced along 
an electrical axis.

 It is also observed that when an alternating potential 
difference is applied along the electric axis, the crystal is 
set into mechanical vibrations along the corresponding 
mechanical axis. If the frequency of electric oscillations is Fig. 2.3 Piezoelectric principle for producing

 ultrasonic waves
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equal to the natural frequency of vibrations of the crystal, the resonance occurs resulting into vibrations of 
large amplitude. This phenomenon is known as piezoelectric effect. This phenomenon can also be used for 
the production of ultrasonic waves. In the surrounding air medium, ultrasonic waves are produced depend-
ing on the frequency of the crystal oscillator. The alternating potential difference is obtained by a Hartelly 
oscillator.

 Quartz crystal is widely used as transducers to produce ultrasonic waves. The natural quartz crystal has 
the shape of a hexagonal prism with a pyramid attached to each end as shown in the Fig. 2.4(a).

 The crystal should be cut in a particular direction and a thin slab is taken to make the transducer. The 
z-axis is taken along the longest dimension of the natural crystal and it is known as the optic axis. The three 
lines which pass through the opposite corners of the crystal forming its three x- axes, are known as electrical 

axes. Similarly, the three lines which are perpendicular to the sides of the hexagon form the three y-axes, 
which are known as mechanical axes. Thin plates of the quartz crystal cut perpendicular to one of its x-axis 
are known as x-cut plates. It generates longitudinal mode of ultrasonic vibrations of frequencies up to several 
hundred kHz. Similarly, thin plates cut perpendicular to one of its y-axis are known as y-cut plates. It gener-
ates transverse mode of vibrations of frequencies in the range 1 MHz to 10 MHz.

 The frequency of the length vibrations of an x-cut crystal is given by

  f =   
n
 __ 

2t
    ÷ 

__

   
Y

 __ r     (2.4)

where n is an integer, Y is Young’s modulus along the appropriate direction, r is the density of the crystal and 
t is the thickness of the crystal.

2.2.4 Piezoelectric Method

The experimental arrangement is shown in Fig. 2.5.

 The circuit diagram of a piezoelectric ultrasonic generator using a transistor is basically a Hartley oscilla-
tor which is similar to the Colpitt’s oscillator with some modifi cation. Here, two inductor coils L1 and L2 are 
placed across a common capacitor C and the centre of the inductor L1 and L2 is tapped and earthed.

 When the circuit is switched ON, the capacitor of the tank circuit gets charged. A tank, or oscillatory 
circuit is formed by two inductor coils L1 and L2 and a capacitor connected in parallel to it. After it is fully 
charged, the capacitor discharges through coils L1 and L2 and again gets charged with opposite polarity. This 
way, oscillations are set up of frequency f given by Eq. (2.5).

Fig. 2.4 (a) Quartz crystal; (b) X-cut Quartz crystal
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  f =   
1
 _______ 

2p ÷ 
____

 CLT  
    (2.5)

where, total inductance is

 LT = L1 + L2 + 2M

 M = mutual inductance between L1 and L2. Note here that

 L1 – L2 – C is also the feedback network producing a phase change of p radian.

 Now output voltages of the transistor amplifi er appear at the collector and hence across the inductor 
L1 and feedback voltage across the inductor coil L2. Vout and Vf b are 180° out of phase. It provides posi-
tive feedback to the transistor. The transistor also produces a 180° phase shift and 180° phase shift by 
an L1 − L2 voltage divider. In this way, feedback is properly phased to produce continuous undamped 
oscillations.

 The transistor is biased using R1, R2, RE and RF choke (radio frequency choke). The tank circuit is 
coupled to the transistor through the coupling capacitor C1-coup. Capacitor Cfb provides positive feed-
back to the transistor amplifi er. The oscillating voltage generated by the tank circuit of frequency f 
given by Eq. (2.5) is applied to the two electrodes (in which the piezoelectric crystal is fi xed) through 
the coupling capacitor C2-coup. The piezoelectric crystal will start vibrating with a frequency f given by 
Eq. (2.4). If these two frequencies are made equal, the resonance condition is established and maximum 
amplitude of vibrations occurs. The desired frequency can be obtained by suitably taking the material of 
appropriate length.

 The striking advantages of this method over the magnetostriction method are (i) high frequencies up to 
500 MHz can be produced, (ii) a single frequency output can be obtained, and (iii) a large range of frequen-
cies can be covered using different transducers.

Fig. 2.5 Piezoelectric method for production of ultrasonic waves
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DETECTION OF ULTRASONICS

The ultrasonic waves can be detected by the following methods.

2.3.1 Piezoelectric Detector

This is a quantitative method. The quartz crystal is used as a detector of ultrasonic waves. One pair 
of faces of the quartz crystal is exposed to ultrasonic waves (Fig. 2.6) if they are present in the air 
medium.

2.3

Fig. 2.6 Piezoelectric detector
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 On the other pair of faces, varying electric charges are produced. This generates an alternating voltage of 
very small value. It is amplifi ed and then detected/measured by some suitable micro-voltmeter. A CRO will 
be useful to measure both frequency and strength of the ultrasonic signal.

2.3.2 Kundt’s Tube Method

This method is useful to detect ultrasonic waves of relatively large wavelength. Lycopodium powder is 
sprinkled in the tube. When ultrasonic waves are passed through the tube, heaps at the nodal points and 
pits at anti-nodal points on the surface of the powder are formed [See Fig. 2.7(a)]. So the uniform surface 
is changed into heaps and pits regularly spread over the surface, which is the indication of the presence of 
ultrasonic waves.
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2.3.3 Sensitive Flame Method

A sensitive fl ame is moved in a medium where ultrasonic waves are present, the fl ame fl ickers at nodes and 
remains stationary at antinodes [Fig. 2.7(b)].

2.3.4 Thermal Detector Method

Platinum wire is very sensitive to change in the temperature. The resistance changes immediately to any 
change in the temperature. So a fi ne platinum wire connected with a bridge circuit is allowed to move in 
the medium of ultrasonic waves. The temperature of the medium varies due to alternate compressions and 
rarefactions [Fig. 2.7(c)]. There is a variation of temperature at nodes while at antinodes, the temperature 
remains constant. So the resistance of the platinum wire varies at nodes and remains constant at antinodes. 
The variation in the resistance of the platinum wire with respect to time can be detected by using a sensitive 
bridge arrangement, which will be in the balanced position when the platinum wire is at antinodes.

PROPERTIES OF ULTRASONICS

 (i) Ultrasonic waves have frequencies greater than 20 kHz, so they are highly energetic.

(ii) The speed of propagation of ultrasonic waves depends upon their frequency, i.e., it increases 
with increase in frequency. It depends also on the medium of propagation. The speed will be 
highest in the solid medium and lowest in the gaseous medium and intermediate in the liquid 
medium similar to audible sound waves. The wavelengths are of the order of few millimetres 
or less.

2.4
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Fig. 2.7 (a) Kundt’s tube method; (b) Sensitive fl ame method; (c) Thermal detector method
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 (iii) Due to the small wavelengths, ultrasonic waves show negligible diffraction. So they can be transmit-
ted over long distances (few km) without any appreciable loss of energy. Audible sound waves cannot 
be transmitted directly for more than a few metres.

 (iv) The intense beam of ultrasonic waves has a disruptive power, so it can cause bubbles in the liquids.

 (v) When ultrasonic waves are propagated in a liquid bath from one end, a stationary wave pattern is 
produced due to the refl ection of waves from the opposite end. The density of the liquid thus varies 
from layer to layer (vertical planes) of the liquid along the direction of propagation. In this way, a 
plane diffraction grating is formed which can diffract light if it passes through such a medium. This 
phenomenon can be used to fi nd the wavelength of ultrasonic waves if the wavelength of light is 
known.

WAVELENGTH OF ULTRASONIC WAVES

Debye and Sears in America observed the phenomenon of diffraction of light by ultrasonic 
waves passing through a liquid (1932). When ultrasonic waves are propagated in a liquid kept 
in a constant-temperature bath, the density varies from layer to layer due to periodic variation of 

pressure. If a monochromatic beam of light is passed through this liquid incident at right angles to the direc-
tion of propagation of waves and tangential to layers, the liquid behaves as a diffraction grating. Such a grat-
ing is known as an acoustical grating. This acoustical grating behaves in the same way as a ruled transmission 
grating of a plane glass plate. Hence, this method is used for fi nding the unknown frequency of the ultrasonic 
waves and hence wavelength and velocity of the waves in a liquid.

 The experimental arrangement is shown in Fig. 2.8. The light from a monochromatic source S of light of 
known wavelength l is focused on the narrow slit in the collimator (marked by − O) by the lens L1. The light 
from the slit now passes through the convex lens L2 which turns it in a parallel beam. This parallel beam of 
light passes through the ultrasonic cell. This ultrasonic cell consists of a rectangular glass tank containing the 
liquid of known density and is transparent to light.

2.5

Fig. 2.8 Schematic representation of the experimental arrangement for measurement of ultrasonic wavelength
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 The quartz crystal which produces ultrasonic waves is dipped into the liquid and is fi xed at one of the 
vertical walls of the cell attached to the oscillator. The ultrasonic waves are produced under resonance con-
dition at this wall of the cell and propagate through the liquid. The waves are refl ected from the opposite 
side of the cell and form a stationary wave pattern which acts as an acoustical grating. The piezoelectric 
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crystal is so placed in the cell to form the acoustical grating in a direction perpendicular to the direction of 
propagation of light. The light emerging from the cell is focused by the lens L3 and can be seen through the 
eyepiece of a telescope. Initially, when the crystal is at rest, a single image of the slit is observed. But when 
the crystal is excited by an oscillator of appropriate frequency, ultrasonic waves are produced in the liquid, 
the intensity of the central image of the slit decreases and a number of diffracted patterns are observed on 
both the sides of the centre. The angular separation q between the direct image of the slit and the diffracted 
image of nth order is measured. The wavelength of ultrasonic waves can be calculated by using the theory 
of diffraction grating. It should be noted that the grating element is same as the wavelength of ultrasonic 
waves. If lultrasonic is the wavelength of ultrasonic waves to be found and if l is the wavelength of the mono-
chromatic light used then

  lultrasonic sin qn = nl 

  or

  lultrasonic =   
nl
 _____ 

sin qn

   (2.6)

 In this way, lultrasonic can be calculated.

 If f be the frequency of ultrasonic waves then the velocity of ultrasonic waves in the liquid can be calcu-
lated by following relation

  v = f lultrasonic (2.7)

APPLICATIONS OF ULTRASONIC WAVES

There are numerous applications in almost all fi elds of science, technology and engineering, med-
icine, oceanography, astronomy, biosciences etc.

Detection of Flaws or Cracks in Metals Ultrasonic waves can be used to detect cracks or cavi-
ties in different metals. We know that fl aw/cavity in the metal produces a change in the medium due to which 
refl ection of ultrasonic waves takes place. The speed of ultrasonic waves through cavity in the metal will be 
different than in the solid region of the metal. So when ultrasonic waves pass through a metal having some 
hole or cavity inside it, a large amount of refl ection occurs. Some refl ection also takes place from the back 
surface of the metal. As shown in Fig. 2.9, from the ultrasonic generator the ultrasonic waves are allowed to 
fall on the transmitting transducer which is placed on the surface of the metal. Some portion of the waves go 
straight to the opposite end of the metal and are refl ected, and some part of the waves get refl ected from the 
cavity. The refl ected pulses from the cavity and from the back surfaces are received by a receiving transducer 
and are amplifi ed and applied to one set of plates of a Cathode Ray Oscilloscope (CRO). The transmitted 
signal and refl ected signal from the fl aw and back surface of the metal produce different peaks. The position 
of the second peak on the time base of the oscilloscope will give the distance of fl aw from the front surface 
of the metal.

Cleaning and Clearing Ultrasonic waves can be used for cleaning machine parts, utensils, washing clothes, 
and removing dust and soot from the chimney.

How does Ultrasonic Cleaning work? Ultrasonic cleaning is the rapid and complete removal of contami-
nants from objects by immersing them in a tank of liquid fl ooded with high-frequency sound waves. These 
nonaudible sound waves create a scrubbing-brush action within the fl uid.

2.6
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 The process is brought about by high-frequency electrical energy that is converted by a transducer into 
high-frequency sound waves—ultrasonic energy. Its ability to clean even the most tenacious substances from 
items derives from the core of the unit: the transducer. The cleaning power of a unit stems from the trans-
ducer’s performance. The effi ciency of the transducer will affect both the cleaning time and effi cacy achieved 
during the cleaning cycle. A poor-quality transducer will use more power and take longer to clean items than 
a good transducer.

 The ultrasonic energy enters the liquid within the tank and causes the rapid formation and collapse of 
minute bubbles: a phenomenon known as cavitation. The bubbles travel at high speed around the tank 
causing them to implode against the surface of the item immersed in the tank in an enormous energy 
release, which gently lifts contamination off the surface and innermost recesses of intricately shaped 
parts.

 It is this ability to clean box joints, hinges and threads quickly and effectively that has made ultrasonic 
cleaners the fi rst choice for many industries for over 25 years.

Sonar Sound Wave Navigation and Ranging (SONAR) is used for detection of submarines, iceberg and 
other objects in ocean. One can determine the presence of submerged submarines, icebergs, rocks or an 
enemy aircraft in the sky by this technique. In this technique, a sharp ultrasonic beam is directed in various 
directions into the sea. After its refl ection, it is picked up by the ultrasonic detector. The refl ected waves from 
any direction are due to presence of some refl ecting medium like submarines, icebergs, rocks, etc., in the 
sea. The idea of the distance of the body is obtained by the time interval between the generation of ultrasonic 
waves and their return after refl ection. If the submerged body is moving, there will be a change in frequency 
of the echo signal due to Doppler effect. It helps to determine the velocity of the body and predicts its direc-
tion.

Depth of the Sea The ultrasonic waves are highly energetic and show a negligible diffraction effect. So 
they can be used to fi nd the depth of the sea. The time interval between sending and receiving the wave from 

Fig. 2.9 Flaw detection in metals by ultrasonic technique
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the sea is recorded. As the velocity of the waves is known, the depth of the sea can be estimated. Depth of 
sea’ d = vt / 2.

Medical Applications of Ultrasonic Waves Ultrasonic techniques are complementary to other physi-
cal methods used in surgery, therapy and diagnosis. Most medical applications of ultrasound are based 
on the properties of longitudinal waves in the frequency range of 1–15 MHz. Ultrasonic waves travel at 
similar velocities (about 1500 m/s) in most biological tissues, and are absorbed at a rate of about 1 dB 
cm−1 MHz−1. Absorption occurs chiefl y due to relaxation processes. It leads to thermal effects in biologi-
cal systems. Mechanical effects, such as streaming and cavitation, are also important in certain situations, 
particularly at low frequencies. Highly focused ultrasound is used in neurosurgery; it is the only method 
for producing trackless damage deep in the brain. In vestibular surgery, ultrasonic irradiation is used rou-
tinely for the treatment of Ménière’s disease; it can alleviate the symptoms without damage to hearing. 
Therapeutic applications include the treatment in physiotherapy of various soft-tissue ailments, and the 
production of aerosols for inhalation. The examination of soft tissues is possible both by pulse-echo and 
continuous-wave techniques. Ultrasonic diagnosis provides information about the position and extent of 
characteristic impedance discontinuities; this information cannot be obtained directly by any other method. 
One- and two-dimensional displays, and time-position waveforms, are produced by pulse-echo techniques. 
Continuous-wave techniques include those based on the Doppler frequency shift of ultrasound refl ected by 
moving structures.

Applications in Processing, Testing and Communications In processing applications, ultrasonic vibra-
tion at high power densities is used to produce a physical or chemical change in material. In liquids, the 
effective agent is often cavitation, which causes emulsifi cation and dispersion, useful for cleaning and 
atomisation.

 Focused ultrasound is used for surgery. Echo-sounding techniques are used for testing materials as well 
as at sea. They have recently been applied in medical diagnosis. Ultrasonography by image-forming methods 
may be an alternative method. The high-frequency elastic properties of a material can be measured with great 
precision and give information about its structure.

 The most important communications application is in ultrasonic delay lines, which are useful in radar and 
data-handling systems.

Signaling Due to smaller wavelength, the ultrasonic waves can be concentrated into a sharp beam. So they 
can be used for signaling in a particular direction.

Soldering and Metal Cutting Ultrasonic waves can be used for drilling, cutting, soldering, and room-
temperature welding of different metals. To solder aluminum, ultrasonic waves along with an electrical sol-
dering iron is used.

Formation of Alloys Different constituents of alloys have different densities. So they can be kept mixed 
uniformly by a beam of ultrasonic waves. Thus, it is easy to get an alloy of uniform composition.

Ultrasonic Mixing A colloid solution, an emulsion of two nonmiscible liquids (like oil and water), can be 
mixed by simultaneously subjecting to ultrasonic radiations. Most of the emulsions like polishes, paints, food 
products and pharmaceutical preparations are prepared by using ultrasonic mixing.

Effect on Coagulation and Crystallization Processes The suspended particles in the liquid can be 
brought quite close to each other by ultrasonics, so that coagulation may take place. Once their size is 
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increased they can be processed easily. The crystallisation rate is improved by ultrasonic waves. When 
melt is put to crystallisation, the size of crystals can be made smaller and more uniform by the use of 
ultrasonics.

Ultrasonics in Metallurgy The grain size can be refi ned and trapped gases can be removed by irradiating 
melt with ultrasonic waves during the process of cooling.

Destruction of Lower Life Animals like rats, frogs, fi shes, etc., can be killed or injured by high intensity 
ultrasonics. This way there is no need to use poisonous liquids for this purpose which can be harmful to 
human beings.

COMPARISON OF MAGNETOSTRICTIVE VERSUS PIEZOELECTRIC TRANSDUCERS 
FOR POWER ULTRASONIC APPLICATIONS

Magnetostrictive and piezoelectric are two fundamental transducer designs used for power 
ultrasonic applications. Magnetostrictive transducers utilise the magnetostrictive property of a 
material to convert the energy in a magnetic fi eld into mechanical energy. Piezoelectric trans-

ducers utilise the piezoelectric property of a material to convert electrical energy directly into mechanical 
energy

Comparisons Between the Two Techniques There are relative advantages and disadvantages of the two 
technologies presented above. Some of these are discussed below in some detail.

2.7.1 Frequency Range

Magnetostrictive transducers are frequency limited within a given frequency range. Typical ultrasonic fre-
quencies range from 20 kHz to 200 kHz. Due to physical size limitations of the magnetostrictive transducer 
(frequency is dependent on the length of the transducer with higher frequency requiring a shorter and shorter 
length), it is inherently limited to operate at frequencies below approximately 30 kHz.

 Piezoelectric transducers do not suffer frequency barriers. The manufacturer can choose an appropriate 
piezoelectric design and drive it at a selected output frequency over the entire ultrasonic range by utilising 
harmonic multiples of the primary resonant frequency. This makes piezoelectric transducers a more versatile 
choice from the standpoint of frequencies available.

2.7.2 Audible Noise

Normally, an adult human can hear sounds in the range of frequencies of 20 Hz to 18 kHz. For magnetostric-
tive systems, the operating range is from 18 to approximately 30 kHz, i.e., their fi rst subharmonic (which 
will be half of the operating frequency) is always within the human audible range. The limitation imposed on 
magnetostrictive systems due to high energy present at the fi rst subharmonic of the ultrasonic frequency may 
often seem extremely loud to the human ear.

 For piezoelectric transducers the typical energy used is equivalent to 40 kHz and has its fi rst subharmonic 
at 20 kHz which is above the normal adult hearing limit. However, the second harmonic is in the audible 
range (at 2.kHz), with very low energy compared to fi rst harmonic, and so the sound level is very low and 
can be ignored. Therefore, it will be a costly affair to bring a magnetostrictive system below the 85 db level 

2.7
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 according to OSHA standards (a government agency in the Department of Labor to maintain a safe and 
healthy work environment: for 85 db level and above for, hearing protection is required). By appropriate 
design and acoustic shielding, higher-frequency piezoelectric equipment can easily be brought under OSHA 
limits.

2.7.3 Transducer Reliability

Both types of transducers are mature, highly reliable, engineered devices with today’s technology. It is inter-
esting to note that the generators used to drive modern piezoelectric ultrasonic generators have a two-year 
warranty because their uses advanced semiconductors in their fabrication. On the other hand, magnetostric-
tive generator designs commonly employing older SCR technology are more prone to failure under load due 
to high amperage and switching frequency. Due to this, typical magnetostrictive generator warranties are 
limited to one year.

2.7.4 Sweep Frequency

Sweeping frequency is an important feature for uniform cleaning. Main ultrasonic suppliers provide piezo-
electric transducers with sweeping frequency due to the market demand for this highly effective feature. 
For a magnetostrictive transducer, a large inertial mass puts restriction to shift the frequency as rapidly as is 
required to get good sweep frequency. So these systems have not moved to a sweep frequency system.

2.7.5 Energy Effi ciency

Piezoelectric transducers are extremely effi cient due to the direct conversion of electrical to mechanical 
energy in a single step. Direct application of the power to the piezoelectric materials causes it to change 
shape and create the sound wave. Almost 95% of the power delivered to the transducer is used to do clean-
ing. Modern ultrasonic generators used to drive piezoelectric transducers have an overall system effi ciency 
of 70% or higher.

 On the other hand, magnetostrictive systems rely on the double conversion of electrical energy to mag-
netic energy to mechanical to produce the sound wave. Due to the energy lost in heating of the coils and the 
effects of magnetic hysteresis, magnetic systems are usually less than 50% effi cient.

2.7.6 Frequency versus Application

Frequency infl uences strongly on the diameter of the cavity. Low frequencies produce large diameter cavity 
and high frequencies, a small diameter cavity. This is also is true for energy per cavitations. However, the 
density of cavitations is high with high-frequency systems and low with low frequency systems. The total 
energy is equal for both high and low frequencies.

 For most cleaning applications, 40 kHz is considered the precision cleaning frequency. Low-frequency 
systems are better in high mass applications where the soil to be removed is extremely diffi cult.

Concluding Remark Today’s piezoelectric ultrasonic transducers are reliable, effi cient devices which can 
be used with confi dence in all power ultrasonic applications. They are capable of providing a wider range of 
frequency and waveform characteristics and higher electrical conversion effi ciency than their magnetostric-
tive counterparts. So, piezoelectric transducers are a better choice for advanced technology.
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Solved Problems

1 Calculate the length of nickel rod required to produce ultrasonic waves of frequencies of 50 kHz 

 and 100 kHz. Consider the fundamental mode of vibrations of the rod. Given, Density of nickel = 

8908 kg/m3, Young’s modulus of nickel = 2.14 × 1011 N/m2.

Solution Given, n = 1, YM = 2.14 × 1011 N/m2, r = 8909 kg/m3

(i) For frequency f = 50 kHz

  f =   
n
 ___ 

2L
    ÷ 

__

   
Y

 __ r    

  L =   
n
 __ 

2f
    ÷ 

__

   
Y

 __ r     =   
1
 ___________ 

2 × 50 × 103    ÷ 
__________

   
2.14 × 1011

 _________ 
8908

     = 0.048 m

(ii) For frequency f = 100 kHz

  f =   
n
 ___ 

2L
    ÷ 

__

   
Y

 __ r    

  L =   
n
 __ 

2f
    ÷ 

__

   
Y

 __ r     =   
1
 ____________  

2 × 100 × 103    ÷ 
__________

   
2.14 × 1011

 _________ 
8908

     = 0.049 m

 For a frequency of 50 kHz, the required length of the nickel rod is 0.049 m and for double the frequency, 
i.e., 100 kHz, the required length of the nickel rod is half, i.e., 0.0245 m.

2 A nickel rod having 5 cm length is vibrating at resonance. Calculate the fundamental frequency 

 of vibration for which ultrasonic waves are generated. Given, Young’s modulus of nickel = 2.14 × 

1011 N/m2, density of nickel = 8908 kg/m3.

Solution Given, L = 5 × 10−2 m, n = 1, YM = 2.14 × 1011 N/m2

   r = 8909 kg/m3

  f =   
n
 ___ 

2L
    ÷ 

__

   
Y

 __ r     =   
1
 __________ 

2 × 5 × 10–2    ÷ 
__________

   
2.14 × 1011

 _________ 
8908

     = 49.013 kHz

3 Calculate the operating frequency of an oscillator circuit for magnetostriction method if induc-

 tor L = 15 mH, capacitors C1 = 0.001 mF and C2 = 0.01 mF. Calculate the length of the nickel rod 

required to produce the ultrasonic waves at resonance. Calculate the speed of waves produced. 

Given, Young’s modulus of nickel = 2.14 × 1011 N/m2, Density of nickel = 8908 kg/m3.

Solution Given,  n = 1, for fundamental mode of vibration

 C1 = 0.001 mF, C2 = 0.01 mF, Y = 2.14 × 1011 N/m2,  r = 8908 kg/m3 , L = 15 mH

  CT =   
C1C2

 _______ 
C1 + C2

   =   
0.001 × 0.001

  ____________  
0.001 + 0.001

   mF
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 Total capacitance is 

  CT  = 9.09 × 10–4 mF = 909 × 10–12F

 Operating frequency is

f =   
1
 _______ 

2p ÷ 
____

 CTL  
   =   

1
  ___________________________   

2 × 3.14 ÷ 
____________________

  909 × 10–12 × 15 × 10–3  
   = 43.123 kHz

 Now length of nickel rod at, frequency of vibration at the fundamental mode of vibration of the nickel rod 
is

  L =   
n
 __ 

2f
    ÷ 

__

   
Y

 __ r     =   
1
 ______________  

2 × 43.123 × 103
    ÷ 

__________

   
2.14 × 1011

 __________ 
8908

     = 0.056 m

 Now,

  l = 2L fi v =  ÷ 
__

   
Y

 __ r     for n = 1

  \ v =  ÷ 
__________

   
2.14 × 1011

 __________ 
8908

     = 4901.3 m/s

4 A quartz crystal having 3 mm thickness is vibrating at resonance. Calculate the fundamental 

 frequency of vibration for which ultrasonic waves are generated. Given, Young’s modulus for 

quartz = 7.9 × 1010 N/m2 and density of quartz = 2650 kg/m3.

Solution Given, for fundamental frequency, n = 1

Thickness of quartz crystal,  t = 0.003 m

   Y = 7.9 × 1010 N/m2 

   r = 2650 kg/m3 

  f =   
n
 __ 

2t
    ÷ 

__

   
Y

 __ r     =   
1
 ________ 

2 × 0.003
    ÷ 

_________

   
7.9 × 1010

 _________ 
2650

     = 9.099 × 105 Hz

  f = 0.909 MHz

5 Calculate the operating frequency of the oscillator circuit for the Piezoelectric method if induc-

 tors L1 = 1000 mH, L2 = 100 mH, capacitor C = 20 pF, mutual inductance between the coil, 

M = 20 mH. Calculate the thickness of the quartz crystal required to produce the ultrasonic waves 

of the above frequency. Calculate wavelength and speed of ultrasonic waves. Given, Young’s mod-

ulus for quartz = 7.9 × 1010 N/m2 and density of quartz = 2650 kg/m3.

Solution L1 = 1000 mH,  L2 = 100 mH,  M = 20 mH,  C = 20 pF

  LT = L1 + L2 + 2M

  ∴ LT = [1000 + 100 + (2 × 20)] mH = 1140 mH = 1.14 mH

 Operating frequency f

  f =   
1
 _______ 

2p ÷ 
____

 LTC  
   =   

1
  ____________________________   

2 × 3.14 ÷ 
____________________

  1.14 × 10–3 × 20 × 10–12  
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 Now for fundamental mode of vibration, n = 1

  f =   
n
 __ 

2t
    ÷ 

__

   
Y

 __ r    

  t =   
1
 ____ 

2 × f
    ÷ 

_________

   
7.9 × 1010

 _________ 
2650

    

  t =   
1
 _____________  

2 × 1.054 × 106
    ÷ 

_________

   
7.9 × 1010

 _________ 
2650

     = 2.59 × 10–3 m

  t = 2.6 mm

 Wavelength of ultrasonic wave l = 2 t = 2 × 2.29 × 10−3 m = 5.18 mm

 Speed of ultrasonic waves is,

  v = l f

   = (5.18 × 10−3) × (1.054 × 106)

  ∴ v = 5459 m/s

Multiple-Choice Questions

 1. Which one from the following is a correct char-
acteristic of ultrasonic waves?

 (a)  Ultrasonics are sound waves of very long 
wavelength.

 (b)  Ultrasonics are sound waves of very high 
frequency.

 (c)  Ultrasonic waves move faster than sound 
waves.

 (d)  Ultrasonic waves move slower than sound 
waves.

 2. Ultrasonic waves have frequency

 (a) greater than 20 kHz

 (b) less than 20 kHz

 (c) between the range 20–20000 Hz

 (d) less than 20 Hz

 3. Ultrasonic waves are

 (a)  electromagnetic waves of very large wave-
length

 (b)  electromagnetic waves of very high fre-
quency

 (c)  sound waves of very large wavelength

 (d)  sound waves of very high frequency

 4. Ultrasonic waves cannot be produced by

 (a)  radio frequency oscillator with diaphragm 
loudspeaker

 (b)  radio frequency oscillator with quartz crys-
tal

 (c)  radio frequency oscillator with nickel rod

 (d) all of the above methods

 5. The magnetostriction phenomenon is useful for 
producing

 (a) ultrasonic waves

 (b) electromagnetic waves

 (c) light

 (d) heat

 6. The piezoelectric phenomenon is observed in a

 (a) quartz crystal

 (b) NaCl crystal

 (c) nickel rod

 (d) iron rod

 7. Which oscillator from the following list is not 
useful for production of ultrasonic waves?

 (a) Colpitt’s oscillator

 (b) Hartley oscillator

 (c) Radio frequency oscillator

 (d) Audio frequency oscillator
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Answers to MCQs

1. (b) 2. (a) 3. (d) 4. (a) 5. (a) 6. (a) 7. (d)

Practice Problems

1. A nickel rod is used to produce ultrasonic waves 
of frequency f. If we want to produce an ultrasonic 
frequency of 2f, what should be the length of the rod? 
[Length L of the rod is halved]

2. A quartz crystal having thickness t is vibrating at 
resonance. The fundamental frequency of vibration
is f. If the thickness is made twice its original value, 
what will be its new frequency? If thickness is 
reduced to half what will be its frequency? [New fre-

quency (f / 2); 2f]

3. We want to generate an ultrasonic wave of frequency 
f by both the popular methods, i.e.,  magnetostriction 
and piezoelectric methods. What should be the length 
of nickel rod for the magnetostriction method and thick-
ness of quartz crystal for the piezoelectric method?

Given, Young’s modulus of nickel = 2.14 × 1011 N/m2,

 Density of nickel = 8908 kg/m3.

 Young’s modulus for quartz = 7.9 × 1010 N/m2

 Density of quartz = 2650 kg/m

[Length of nickel rod = (1.113) thickness of 

quartz]

Short-answer Questions

1. What is ultrasonics?

2. Which principles are used to produce ultrasonic 
methods?

3. What is magnetostriction?

4. What is piezoelectric effect?

5. Which method is suitable for producing high-fre-
quency waves of the order of 1 MHz?

6. Why cannot a loudspeaker be used for production 
of ultrasonic waves?

7. Explain the term ‘SONAR’.

8. Explain acoustical grating.

9. What are the major differences between audible 
waves and ultrasonic waves?

10. What are the properties of ultrasonic waves?

11. Explain briefl y the medical applications of ultra-
sonic waves.

Long-answer Questions

1. Defi ne ultrasonics. Describe piezoelectric method 
for their production. How are they used for SONAR 
(depth sounding) exploration?

2. Explain the phenomenon of magnetostriction. 
How will you produce high-frequency sound waves 
with its help?

3. What are ultrasonic waves? Discuss their proper-
ties. How are they produced and detected?

4. Explain in detail how the ultrasonic pulse tech-
nique is used for nondestructive testing of materials.

5. Give an account of the methods used in the pro-
duction of ultrasonic waves.

6. Write an essay on ultrasonics and their applica-
tions.

7. What are ultrasonic waves? Describe some of 
their applications.
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8. Enumerate the different methods for the produc-
tion of ultrasonic waves and describe one of them in 
detail.

9. How will you determine the wavelength of these 
waves?

10. Discuss the method of measurement of fre-
quency of ultrasonic waves.

11. Discuss magnetostrictive versus piezoelectric 
transducers for power ultrasonic application.

Questions from Previous Exams

 (i) Defi ne piezoelectric effect. (GTU- Jan’ 2009)

  When pressure is applied to one pair of opposite faces of crystals like quartz, tourmaline, Rochelle 
salt, etc., cut with their faces perpendicular to its optic axis equal and opposite charges appear across 
its other faces.

 (ii) Explain the terms magnetostriction and piezoelectric effect. Discuss any one method of produc-

tion of ultrasonic waves.   (GTU- Jan’ 2009)

  Refer Section 2.2.

 (iii) Give the properties of an ultrasonic wave. (GTU- Jan’ 2010)

  Frequency is greater than 20 kHz

  It can travel long distance.

  Speed of propagation depends upon frequency. 

 (iv) Describe the principle and the method of production of ultrasonic waves by magnetostriction 

method.   (GTU- Jan’ 2010)

  Refer Section 2.2.

 (v) Calculate the frequency to which a piezoelectric oscillator circuit should be tuned so that a 

piezoelectric crystal of thickness 0.1cm vibrates in its fundamental mode to generate ultrasonic 

waves.(Young modulus and the density of the material of crystal are 80 GPa and 2654 kgm–3) 

(GTU- Jan’ 2009)

  Given E = 80 GPa = 80 × 109 Pa, r = 2654 Kgm–3, t = 0.1 cm = 0.1 × 10–2m

  The frequency of vibration is given by 

   f = [1/2t](E/r)1/2

     [1/(2 × 0.1 × 10–2)](80 × 109/2654)1/2

   f = 0.915MHz

 (vi) Calculate the thickness of a quartz plate needed to produce ultrasonic wave of frequencies (i) 2 

MHz (ii) 30 kHz. (Given r = 2650 kg/m3 and Young’s modulus = 8 × 1010 N/m2)

(GTU- Jan’ 2010)

  Given f = 2 MHz = 2×106 Hz, r = 2654Kgm–3, Young’s Modulus = 8 ×1010 N/m2

   t1 = ? 

  The frequency of vibration is given by 

   f = 1/2t (E/r)1/2

  Therefore,

   t1 = 1/2f (E/r)1/2

   t1
 = 1.37 × 10–3m
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  Given f = 30 kHz = 30 × 103Hz, r = 2654 kgm–3, Young’s Modulus = 8 × 1010 N/m2

   t2 = ? 

  The frequency of vibration is given by 

   f = 1/2t (E/r)1/2

  Therefore,

   t2 = 1/2f (E/r)1/2

   t2 = 0.09157 m

 (vii) What is the absorption coeffi cient? Explain how to determine the absorption coeffi cient.

(GTU- Jan’ 2010)

 (viii) Frequency range of audible sound wave is 20 Hz < f < 20 kHz. (GTU- June’ 2010)

 (ix) What is piezoelectric method? (GTU- June’ 2010)

  When pressure is applied to one pair of opposite faces of crystals like quartz, tourmaline, Rochelle 
salt, etc., cut with their faces perpendicular to its optic axis equal and opposite charges appear across 
its other faces.

 (x) Calculate the frequency at which piezoelectric oscillator circuit should be tuned so that a piezo-

electric crystal of 0.1-cm thickness vibrates in its fundamental mode to generate ultrasonic 

waves.   (GTU- June’ 2010)

  Given, Young’s Modulus Y = 80 GPa, and density of crystal material = 2654 kgm–3,  The frequency of vibration is given by 

   f = 1/2t (Y/r)1/2

   f = 2.74 × 106 Hz

 (xi) What is acoustic grating? Explain the acoustic grating method to determine the velocity of 

ultrasonic waves in liquid. (GTU- June’ 2010)

  Refer Section 2.5
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A diamond made up of carbon differs much in terms of  physical 
properties from graphite which is also made of carbon. What 
causes this difference? If we look at a crystal of quartz or calcite, 
what causes them to exhibit physical properties like piezoelectric-
ity and double refraction? How can the different faces and the 
crystal orientations be identifi ed? The fundamental theories about 
all these questions are discussed in this chapter.

INTRODUCTION

Many solids used in engineering are crystalline in struc-
ture, that is, their atoms, ions or molecules are arranged in 
a regular, repetitive manner, forming a three-dimensional 

pattern which may be obtained by the three-dimensional repetition 
of a certain pattern unit. This repeating three-dimensional pattern of 
atoms sometimes controls the external shape of the crystals as in the 
case of a small cake of table salt. However, if the corners of a sodium-
chloride crystal are rounded off, the internal pattern remains intact as 
it is not altered by changing the external shape. A study of the geo-
metric form and other physical properties of crystalline solids with 
the help of X-rays, electron beams, and neutron beams, etc., is called 
the science of crystallography. The knowledge of this science is 
essential for understanding the crystalline solid state. On this depends 
the understanding of certain important engineering properties. To an 
engineer, a solid is an aggregate of matter that retains its shape in 
contrast to a liquid or gas that has no shape except that of the vessel 
containing it. It may further be recognised that there is a time factor 
to be considered, i.e., a solid may retain its shape but not possibly for 
long under certain conditions. For instance, plastics, paints and pitch 
are but a few materials that are solid in some respects and liquid in 
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another but they are outside the boundary of crystallography. Some aspects of crystalline structure are studied 
with the help of X-rays, neutron beams, and electron beams. However before, we apply such methods for the 
determination of crystal structure, it is important to study briefl y the various systems of crystals, particularly 
those which are necessary for our study.

CLASSIFICATION OF SOLIDS

It is observed that most of the solids are found in either of the two categories, viz., crystalline or 
amorphous.
Crystalline These solids are characterised by a perfect or nearly perfect periodicity of atomic 

structure. This geometric regularity of structure provides a simple conceptual picture of a crystal and helps a 
lot in gaining knowledge of the physical properties of the solid.
Crystalline solids or, in general, crystals are the solids composed of atoms, ions or molecules, which are 
arranged in a regular, periodic way throughout in a three-dimensional pattern. Each atom, ion or molecule is 
fi xed at a defi nite point in space at a defi nite distance from and in a defi nite angular orientation to all others 
surrounding it. This implies that the internal spatial symmetry of atomic, ionic or molecular orientation is an 
essential feature of the crystalline state. Therefore, crystals develop well-defi ned geometric shapes or faces 
and angles between them.
Further, it is to be noted that the crystals are either in single crystalline or polycrystalline form. If the regular, 
periodic arrangement of atoms is extended throughout the body of the solid without any interruption, the 
crystal is known as a single crystal, and if an aggregate of many such small crystals or crystallites or grains 
separated by well-defi ned boundaries known as grain boundaries are formed, the crystal is known as poly-
crystalline. Diamond is an example of a single crystal, while copper wire is an example of a polycrystalline 
solid.
Crystals are anisotropic substances, meaning thereby they possess different physical properties along differ-
ent directions and planes. In cubic crystals, the electrical conductivity, for example, should be different along 
edges of the cube and that along the body diagonal and face diagonal.
Amorphous In such solids, though the atoms or molecules are strongly bonded yet there is hardly any 
 geometrical regularity or periodicity in the way in which the atoms are arranged in space.
Therefore, in amorphous solids, the constituent atoms or molecules are randomly arranged so that no regular, 
periodic arrangement of atoms or molecules exists.
Due to the randomised arrangement of molecules, they are considered to be isotropic, i.e., the physical prop-
erties measured along all directions are identical. Plastic, for example, has the same thermal or electrical 
conductivity along any direction.

Distinction Between Crystalline and Amorphous Solids

 1. Crystalline solids have a regular arrangement of particles (atoms, ions or molecules) whereas amor-
phous solids have a completely random particle arrangement.

 2. Crystalline  solids have different physical properties (e.g., thermal conductivity, electrical conduc-
tivity, refractive index, etc.) in different directions, i.e., they are anisotropic; while amorphous sub-
stances are isotropic, i.e., they have the same physical properties in all directions.

 3. The cooling curve for amorphous substance is smooth, while the curve of crystalline substance has 
breaks, the middle of which corresponds to the process of crystallisation. In the process of crystal-
lisation, some energy is liberated which compensates the loss of heat and hence the temperature 
remains constant.
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 4. In case of a crystalline substance, the melting point is very sharp; while amorphous substances do not 
have sharp melting points. For example, as the temperature of glass is gradually raised, it softens and 
starts fl owing without any sharp change from solid state to liquid state.

 The distinction between crystalline and amorphous solids is, however, not absolute.

CRYSTAL STRUCTURE

Crystals appear when a substance changes from one state to another state, i.e., in phase transfor-
mation. The basic conditions for the formation of crystalline solid are as follows:
 (i) A change from the liquid phase to solid crystallisation by the process of solidifi cation.

 (ii)  If a change from one solid phase to another solid phase takes place, there is an alteration of 
the shape of the crystal structure and re-crystallisation occurs.

 (ii)  A change from the gaseous phase to the solid crystallisation by the process of sublima-
tion.

 As a crystal is a three-dimensional body made up of regular and periodic three-dimensional patterns of 
atoms or molecules in space called the crystal structure, it may be described in terms of an idealised geo-
metrical concept called a space lattice.
Lattice Points and Space Lattice Points can be imagined in space about which atoms or molecules are 
located. Such points are called lattice points. The totality of such points is called space lattice or crystal lat-
tice. The three-dimensional space lattice (3-D space lattice) may be defi ned as a fi nite array of lattice points 
in three dimensions in which each and every lattice point has identical surroundings in the array.

3.3.1 Basis and Crystal Structure (Fig. 3.1)

Every lattice point can be associated with one or unit assembly of atoms or molecules identical in composi-
tion called the basis or pattern. The regular periodic three-dimensional arrangement of a basis is called crys-
tal structure. Space lattice is imaginary. Crystal structure is real.

(2-D space lattice)
(Lattice point)

Lattice + Basis = Crystal structure

Fig. 3.1 Showing crystal structure formed by adding lattice and basis

3.3.2 Bravais and Non-Bravais Lattice

A Bravais lattice is one in which all lattice points are identical in composition. If the lattice points are not 
identical then the lattice is called non-Bravais lattice.
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 The set of lattice points ’s together constitutes a Bravais lat-
tice. Similarly, the set of lattice points ’s together constitutes 
a Bravais lattice. But the set of all lattice points ’s and ’s 
together constitutes a non–Bravais lattice. Hence, a non-Bravais 
lattice could be considered as the superposed pattern of two or 
more interpenetrating Bravais lattices.

3.3.3 Unit Cell and Lattice Parameters

In every crystal, some fundamental group of particles is 
repeated. Such a fundamental group of particles is called a unit 

cell. A unit cell is so chosen that it will represent the symmetry 
of the crystal. Hence, the unit cell with maximum symmetry is 

chosen. Unit cells are the basic building blocks of the crystal. If these unit cells are translated in three dimen-
sions, they will generate the crystal. A crystal lattice is described by a unit cell. Each unit cell is described 
by three lattice parameters a, b and c which are the length of the vectors  

 _
 › a  ,  

 _
 
›
 b   and  

 _
 › c   and the three angles a, 

b, g between these vectors as shown in Fig. 3.3(c). They are nothing but the intercepts of the faces and the 
interfacial angles. All together they constitute the lattice parameters. Two-dimensional lattice representation, 
in general, is shown in Fig. 3.3(a) and its various possible unit-cell representations (A, B, C and D) are shown 
in Fig. 3.3(b).
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Fig. 3.3 Unit-cell representation in two and three dimensions

Fig. 3.2 Bravais and non-Bravais lattice
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3.3.4 Primitive Cell (Fig. 3.4)

Sometimes reference is made to a primitive cell. A primitive cell 
may be defi ned as a geometrical shape which, when repeated 
indefi nitely in three dimensions, will fi ll all space and it consists 
of lattice points only at corners. It consists of only one atom per 
unit cell. Therefore, unit cells may be primitive (simple) or non-
primitive.

THE CRYSTAL SYSTEMS AND BRAVAIS LATTICES

Based on lattice parameters, crystals are classifi ed into seven basic systems. If atoms are placed 
only at corners, seven crystal systems yield seven lattices. But few more lattices could be 
 constructed by placing atoms at the face centre, body centre, etc. Bravais showed that there are 14 

such lattices existing in nature. Hence, the name Bravais space lattices. Each crystal system differs from the 
other in lattice parameters.
 (1) Cubic Crystal System (Isometric) a = b = c and a = b = g = 90° 
  (Simple or primitive, face centered (fcc) and body centered (bcc))
  Example NaCl
 (2) Tetragonal Crystal System a = b π c and a = b = g = 90° 
  (Simple and body centered)
  Example SO2

 (3) Orthorhombic Crystal a π b π c System and a = b = g = 90° 
  (Simple, face centered (fcc), body centered (bcc) and base centered)
  Example KNO3

 (4) Monoclinic Crystal System a π b π c and a = b = 90° = g 
  (Simple and Base centered)
  Example Na2SO3

 (5) Triclinic Crystal System a π b π c and a π b π g π 90° 
  (Simple) 
  Example CaSO4

 (6) Trigonal Crystal System (Rhombohedral) a = b = c and a = b = g π 90° 
  (Simple)
  Example CaCO3

 (7) Hexagonal Crystal System a = b π c and a = b = 90°, g = 120° 
  (Simple)
  Example ZnO
  The fourteen Bravais space lattices are as shown in Fig. 3.5.

3.4
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(a) Cubic

(b) Tertragonal

(c) Orthorhombic

(d) Rhombohedral

(f) Monoclinic (g) Triclinic

(e) Hexagonal
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Fig. 3.5 The fourteen Bravais space lattices



Crystal Physics 
3.7

SPACE LATTICES OF CUBIC SYSTEMS

The simplicity of the cubic systems is associated with the fact that for them the lattice parameters 
a, b and c are equal in magnitude and perpendicular to each other. Consider Fig. 3.6 which repre-
sents three different types of space lattices of cubic system and leading to different concentration 

of atoms in special planes. In Fig. 3.6(a), the lattice points are at the corners only. In Fig. 3.6(b), the lattice 
points are at the corners as well as the centre of the unit cell, and in Fig. 3.6(c), the points are at the corners 
as well as at the centre of each face.

(a) (b) (c)

Fig. 3.6 Space lattices of cubic system; (a) Simple cubic lattice; (b) Body centered cubic lattice;
   (c) Face centered cubic lattice

 They have respectively been called by Bravais as simple cubic (sc) lattice, body centred cubic (bcc) lattice 
and face centred cubic (fcc) lattice. Thus, the crystals belonging to the cubic systems have three types of lat-
tices depending upon the situations of the lattice points in the unit cells.
 The above-mentioned unit cells (sc), (fcc), and (bcc) are sometimes represented by the symbols P, F and I 
respectively. It is the symmetry consideration which decides which of these can be had in each system, e.g., 
in the cubic system, we have P, F and I lattices, while triclinic, hexagonal rhombohedral systems have the P 
lattice only.

MILLER INDICES FOR DIRECTIONS AND PLANES

3.6.1 Miller Indices for Directions in Crystals

In crystals there exist various directions like crystallographic axes, face diagonal, body diagonal, 
etc., which are very important and various crystallographic planes which contain concentration of atoms. 
Since many planes as well as directions are identical, it is very much essential to label these directions and 
planes for crystal analysis.
 Arrows in two dimensions show directions. The directions are described by giving the coordinates of the 

fi rst whole numbered point [(x, y) in two dimensions, and (x, y, z) in three dimensions] through which each 

of the direction passes. Directions are enclosed within square brackets. For this, we use three indices u, v, w 
enclosed in braces without using comma as [u v w].

3.5
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 We should note here that the Miller indices for directions are integers and have no common factor larger 
than unity. The indices of direction are simply the coordinates to the point such that a vector from the origin 
to the point is the desired direction. The direction specifi ed by, say, the symbol [u v w] may be obtained as 
follows:
 Move from the origin over a distance ua along the X-axis; vb along the Y-axis; and wc along the Z-axis. 
The vector joining the point so obtained with the origin gives the direction indicated by this symbol [u v w]. 
Thus, in a cubic crystal the direction of the X-axis is given by [100], the Y-axis by [010] and Z-axis by [001] as 
shown in Fig. 3.7. Negative signs may also be used to describe particular directions in a lattice. For example, 

directions AO, BO, CO and DO are represented by  [  
_
 1  0  

_
 1  ] ,  [  

_
 1   
_
 1  0 ] ,  [ 0  

_
 1   
_
 1  ] ,  [  

_
 1   
_
 1   
_
 1  ]  respectively. This can 

be obtained by shifting the origin of our coordinate system to points A, B, or C or D as the case may be and 
fi nd the coordinate of the second point O in each case. Put the coordinates so obtained in braces. Here, the 
origin can be shifted to any point so that the unit cell direction can be properly indexed. Figure 3.7 shows the 
direction indices of some lines in a cubic crystal.

Y

O

A

(2,2)
B

C

O

D A

B

Y

X
[1 0 0]

[0 0 1]

[1 1 1]

[0 1 0]
Direction OA = [1 0 1]
Direction OB = [1 1 0]
Direction OC = [0 1 1]
Direction OD = [1 1 1]

(b) Directions in 3 dimensions

Z

X

Direction OA = [1 1]
Direction OB = [3 1]

(a) Direction in 2 dimensions

(1,1) (3,1)

Fig. 3.7 Miller indices for directions in 2 dim,ensions and 3 dimensions

 A full set of equivalent directions in a crystal is represented by the symbol of the kind [u v w]. For 
instance, the direction of a form, say, all the body diagonals of a cube are indicated by ·1 1 1Ò, that is, this is 
shortened for the eight equivalent diagonal directions.

3.6.2 Miller Indices for Planes in Crystals

The crystal may be regarded as made up of an aggregate of a set of paral-
lel equidistant planes, passing through the lattice points, which are known 
as lattice planes. These lattice planes can be chosen in different ways in a 
crystal. The problem in designating these planes was solved by Miller who 
evolved a method to designate a set of parallel planes in a crystal by three 
numbers (h k l) called Miller indices of planes.

Steps Involved in Determining Miller Indices of a Given Set of Parallel 
Planes Miller indices may be defi ned as the reciprocals of the intercepts 
made by the plane on the crystallographic axes when reduced to smallest

  numbers.

Fig. 3.8 Different lattice planes
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 Consider a plane ABC as shown in Fig. 3.9 in which 
one of the planes belongs to the set of parallel planes with 
Miller indices (h k l). Let x, y and z be the intercepts made 
by the plane along the three crystallographic axes X, Y and Z 
respectively. The following four steps are involved to obtain 
Miller indices (h k l).
 1.  Determine the coordinates of the intercepts made by 

the plane along the three crystallographic axes.
 2.  Express the intercepts as multiples of the unit cell 

dimensions, or lattice parameters along the axes.
 3. Determine the reciprocals of these numbers.
  4. Reduce them into the smallest set of integral num-

bers and enclose them in simple brackets or paren-
theses (No commas to be placed between indices).

 According to Fig. 3.9, the steps involved are the follow-
ing:
  1. The intercepts x = 2a, y = 2b and z = 5c. In general, it can be x = pa, y = qb, z = rc.

  2. The multiples of lattice parameters are   x __ a   =   2a ___ a   = 2,   
y
 __ 

b
   = 2, and   z __ c   = 5 

 3. Taking the reciprocals   a __ x   =   1 __ 
2
  ,   b __ y   =   1 __ 

2
  , and   c __ z   =   1 __ 

5
   

  4. Reducing the reciprocals to smallest set of integral numbers by taking LCM.

     10 ×   1 __ 
2
  , 10 ×   1 __ 

2
  , 10 ×   1 __ 

5
  

    =  5, 5 2
  Miller indices of the ABC = (h k l) = (5 5 2)

Note

 (a) All parallel equidistant planes have the same Miller indices.
 (b) If the Miller indices have the same ratio, then the planes are parallel.
 (c) If the plane is parallel to any of the axes then the corresponding Intercept is taken to be •.
 (d) Negative indices are represented by putting a bar over the digit.
 (e)  All equivalent planes are represented by the bracket {h k l}. For example, the set of planes (100), 

(010),  (001), ( 
_
 1 00), (0 

_
 1 0), (00 

_
 1 ) which repesents all six principle planes of a cube are represented by 

a single index {100}.

(100) (110) (111) (200) (112)

Fig. 3.10 Miller indices of some basic planes for cubic structure

Fig. 3.9 Plane having Miller indices (h k l)
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Important Features of Miller Indices of Crystal Plane

The important features of Miller indices for the cubic crystal are the following:
 1. If a plane is parallel to any one of the coordinate axes, then its intercept is at infi nity. The index is 

taken to be zero for the intercept of the plane at infi nity.
 2. All equally spaced parallel planes have the same Miller indices (h k l) or vice versa.
 3. The indices (h k l) do not defi ne a particular plane, but represent a set of parallel planes.
 4. It is only the ratio of the indices which is important in this notation.

RELATION BETWEEN INTERPLANAR DISTANCE AND CUBE EDGE

Consider a lattice plane ABC, which is one of the planes belonging to the set of planes with Miller 
indices (h k l). Let x, y and z be the intercepts made by the plane along the three crystallographic 
axes X, Y and Z respectively.

 Let OP be the perpendicular drawn form the origin to the plane. 
Let a ¢, b ¢ and g ¢ be the angles made by OP with the crystallo-
graphic axes X, Y and Z respectively. Let another consecutive 
plane parallel to ABC pass through the origin O. Let a, b and c be 
the lattice parameters. OP is called the interplanar spacing and is 
denoted by dhkl.
From Fig. 3.11, the direction cosines can be found.

From right angle DOPC, cos a¢ =   OP ___ 
OC

   =   
dhkl

 ___ x  

From right angle DOPB, cos b¢ =   OP ___ 
OB

   =   
dhkl

 ___ y   

From right angle DOPA, cos g ¢ =   OP ___ 
OA

   =   
dhkl

 ___ z   

 We know that, h =   a __ x  , k =   b __ y  , l =   c __ z   v fi x =   a __ 
h
  , y =   b __ 

k
  , z =   c __ 

l
  

 Therefore, cos a¢,  =   h __ a   dhkl, cos b¢    k __ 
b
   dhkl cos =   l __ c   dhkl.

 Now for the rectangular Cartesian coordinate system, we have
  cos2 a¢ + cos2 b¢ + cos2 g ¢  = 1

    (   h __ a   )  2   d hkl  
2
   +   (   k __ 

b
   )  2   d hkl  

2
   +   (   l __ c   )  2   d hkl  

2
   = 1

fi   d hkl  
2
   =   1 ________________  

  (   h __ a   )  2  +   (   k __ 
b
   )  2  +   (   l __ c   )  2 

  

  dhkl =  ÷ ________________

    1 ________________  
  (   h __ a   )  2  +   (   k __ 

b
   )  2  +   (   l __ c   )  2 

     (3.1)

3.7

Fig. 3.11 Representation of the interplanar
   distance dhkl and the cube edge a
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which is the expression for the interplanar spacing. For a cubic lattice a = b = c, 

  dhkl =   a ___________ 
 ÷ 
_________

 h2 + k2 + l2  
    (3.2)

SOME IMPORTANT CRYSTAL STRUCTURES

Some of the important crystal structures are diamond structure, zinc blende structure, barium 
titanate structure, sodium chloride structure, etc. Some of them are discussed here.

3.8.1 Diamond Structure

This structure shows one unit cell of the diamond structure. Diamond is 
composed of pure carbon. In essence, the diamond structure can be viewed 
as a face-centred cubic array with half of the tetrahedral holes fi lled. It is 
important to note, however, that diamond is an example of a network cova-
lent compound. In the diamond structure, the atoms are connected by cova-
lent bonds, with each carbon atom bonded to four others in a tetrahedral 
geometry. In essence, a sample of diamond is one large molecule.

3.8.2 Zinc Blende Structure

Zinc sulphide (ZnS) exists as two forms, zinc blende and wurtzite. Zinc 
blende is cubic zinc structure in which the sulphide ions form a face-
centered cubic array and the zinc ions fi ll one-half of the tetrahedral 
holes. This illustration shows a side view of the zinc blende structure. 
The big spheres represent the sulphide ions and the small spheres rep-
resent the zinc ions. The sulphide ions are quite large (atomic radius = 
184 pm) relative to the size of the zinc ions (74 pm).

3.8.3 Barium Titanate Structure

It is well known that barium titanate belongs to the group of com-
pounds having structures of the perovskite type1. The ideal perovskite 
structure has a simple cubic lattice, with one formula-weight per cell. 
It was early recognised that for many of these compounds, including 
perovskite (CaTiO3) itself as well as barium titanate, the structure was 
not truly cubic, but was actually a slightly deformed modifi cation of it. 
Perovskite itself is generally believed to be monoclinic.

3.8.4 Sodium Chloride Structure

Sodium chloride forms crystals with face-centered cubic symmetry. In 
these, the larger chloride ions are arranged in a cubic close-packing, 
while the smaller sodium ions fi ll all the cubic gaps between them. 

3.8

Fig. 3.12 Diamond structure

Fig. 3.13 Zinc blende structure

Fig. 3.14 Barium titanate structure

T1

O Ba

BaTiO3



3.12
 Engineering Physics

Each ion is surrounded by six ions of the other kind; the surrounding 
ions are located at the vertices of a regular octahedron. This same basic 
structure is found in many other minerals and is commonly known as 
the halite or rock-salt crystal structure. It can be represented as a face-
centered cubic (fcc) lattice with a two-atom basis. The fi rst atom is 
located at each lattice point, and the second atom is located halfway 
between lattice points along the fcc unit cell edge.
 It is held together by an ionic bond which is produced by electro-
static forces arising from the difference in charge between the ions.

ATOMIC PACKING FACTOR OF THE CUBIC SYSTEM

Some important defi nitions are as follows:
Coordination Number (CN) It is the number of equidistant nearest neighbours that an atom 
has in a crystal structure.

Nearest Neighbour Distance It is the distance between two nearest neighbours in a crystal structure.
Atomic Packing Factor (APF) or Packing Fraction It is the fraction of space occupied by atoms in a unit 
cell. It is defi ned as the ratio of volume occupied by atoms in a unit cell to the volume of the unit cell. If the 
number of atoms per unit cell are ‘n’, Va is the volume of atoms in the unit cell and V is the volume of the 
unit cell then,

Atomic packing fraction,  APF =   
nVa ____ 
V

   (3.3)

Lattice Constant In a cubic lattice the distance between atoms remains constant along crystallographic 
axes and is called lattice constant.

3.9.1 Simple Cubic Structure

In a simple cubic structure, each atom consists of 6 equidistant 
nearest neighbours. Hence its coordination number is 6.
Eight unit cells share each atom at the corner. Hence only 1/8th of 
the volume of the atom lies in each cell. Since the atoms are pres-
ent only at corners, the number of atoms per unit cell is given by

n =   1 __ 
8
   × 8 = 1 atom

 In this structure the atoms touch each other along the sides of 
the cube. Therefore, a = 2 R, where R is the radius of each atom.
 We know that the atomic packing fraction is given by

 Atomic packing fraction, APF =   
nVa ____ 
V

    

  APF =   
1 ×   4pR3

 _____ 
3
  
 ________ 

a3
  

3.9

Fig. 3.15 Sodium chloride structure

Fig. 3.16 Simple cubic structure
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   =   4pR3
 _____ 

3a3
  

   =   4p R3
 ______ 

3(2R)3
  

   =   4p ___ 
24

  

   = 0.5235 

3.9.2 Face Centred Cubic (FCC) Structure

a

a

4R

R

Fig. 3.17 Face centered cubic structure

 In fcc structure in addition to atoms at corners, atoms are present at face centres. Each atom consists of 
12 equidistant nearest neighbours. Hence, the coordination number is 12.
 The number of atoms per unit cell is

  n =   1 __ 
2
   × 6 +   1 __ 

8
   × 8 = 4

 In this structure atoms touch each other along the face diagonal. Therefore,
  (4R)2 = a2 + a2;
where R is the atomic radius and a is the lattice constant
  16 R2 = 2a2

  a = 2 ÷ 
___

 2R  

 Atomic packing fraction, APF =   
nVa ____ 
V

  

  APF =   
1 ×   4p R3

 _____ 
3
  
 ________ 

a3
   

   =   4p R3
 _________ 

3   ( 2 ÷ 
___

 2R   )  3 
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   =    ÷ 
___

 2p   ____ 
6
   

   = 0.7405
 Hence atoms occupy 74.05% of the volume of the unit cell.

3.9.3 Body Centred Cubic (BCC) Structure

a

4R

Fig. 3.18 Body centered cubic structure

 Each atom has 8 equidistant nearest neighbours. Hence the coordination number is 8. Since there are 
eight atoms at corners and 1 atom at the body centre, the number of atoms per unit cell is given by

  n =   1 __ 
8
   × 8 = 2 atoms

 Also, in this structure the atoms touch each other along the body diagonal. Therefore,
 (4R)2 =   (  ÷ 

___
 2R   )  2  + a2; where R is the atomic radius and a is the lattice constant

  16 R2 = 3a2

  a =   4R ___ 
 ÷ 

__
 3  
  

 Atomic packing fraction, APF =   
nVa ____ 
V

  

  APF =   
1 ×   4p R3

 _____ 
3
  
 ________ 

a3
  

   =   4p R3
 _______ 

3   (   4R ___ 
 ÷ 

__
 3  
   )  3 

  

   =    ÷ 
__

 3  p
 ____ 

8
  

   = 0.6802
 Hence atoms occupy 68.02% of the volume of the unit cell.
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SYMMETRY ELEMENTS AND CLASSES OF CRYSTALS

The various types of crystals may be classifi ed into certain groups depending upon their external 
and internal symmetry. The most important elements of external symmetry are centre, axes and 
planes. Now let us defi ne these elements of external symmetry.

Centre of Symmetry A crystal possesses a centre of symmetry when it has a point such that all straight 
lines drawn through it will pass through a pair of similar points lying on opposite sides of the centre of sym-
metry and at the same distance from it. The centre of a cube is the centre of symmetry, whereas a tetrahedron 
has no centre of symmetry.
Axis of Symmetry A crystal is said to possess n-fold rotation axes when the rotation over (360/n) degrees 
brings the crystal into self-coincidence; for instance, if on rotating a crystal through 180°, 120°, 90°, or 60° 
about an axis brings the crystal into coincidence with its initial position, then the axis of rotation is said to be 
2–, 3–, 4–, 6–, fold axis, On this criterion the principal axes of a cube are 4-fold axes while the body diagonal 
axes of a cube are 3-fold. A 2-fold axis in a cube would be a line through the coordinates 0, ½, 0 and 1, ½, 1. 
The c-axis of a hexagonal crystal unit is a 6-fold axis.
Plane of Symmetry When a plane can be drawn in the crystal, which contains the centre of the crystal, 
such that one half of the crystal is the refl ection of the other half, the crystal is said to possess a plane of sym-
metry. There are, for example, six diagonal planes of symmetry in a cube.
 When the seven crystal systems are combined with symmetry operations referred to above, we obtain 32 
crystal classes so that all crystals must belong to one of them. In addition to elements of external symmetry 
of crystals, there exists an internal symmetry in the matter of placement of the atoms on or around lattice 
points. The symmetry is determined by certain point operations. When a point in a lattice is subject to certain 
operations which reproduce this point to build up the structure and symmetry of the unit cell, they accomplish 
essentially the same purpose as the elements of external symmetry. The point operations are rotation, refl ec-
tion, inversion, rotation inversion, gliding and screw axes.
 (i) The operation of rotation is the same as already dealt with in the heading ‘axis of symmetry’. It may 

be 2–, 3–, 4–, or 6-fold and indicates that a point within a crystal can be brought into self-coincidence 
by the operation described.

 (ii) A refl ection operation produces the same effect as a plane of symmetry described earlier.
 (iii) A crystal possesses an inversion centre, when for every point located at a distance r relative to the 

centre there exists a similar point at r and on the same line through this centre.
 (iv) A rotation–inversion operation is one when the crystal can be brought into self-coincidence by com-

bining the processes of rotation and inversion.
 (v) A gliding plane exists in a crystal when it combines a refl ection plane with a translation parallel to 

this plane so that the structure is brought into self-coincidence by the movement and refl ection across 
the specifi ed plane.

 (vi) A crystal possesses a screw axis when a point combines rotation with translation parallel to the axis 
like the working of a screw. The direction of rotation may be clockwise or counter-clockwise and 
existence of 3-fold, 4-fold, 4-fold and 6-fold rotations has been discovered.

 When all the operations listed in the external as well as internal symmetry categories are applied to the 
seven crystal systems, we fi nd that 230 groups of crystals result in place of 32 classes obtained by the applica-
tion only of the external symmetry. The 230 groups are called space groups and all the crystals can be listed 
into one of these groups.

3.10
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RELATION BETWEEN LATTICE CONSTANT AND DENSITY

Consider a cubic crystal having the lattice constant of the cell = a
Let n be the number of atoms per unit cell.
The molecular weight of the crystalline substance or compound = M

  The density of the unit cell = r
  Avagadro’s number = NA

[Avagadro’s number NA gives the number of molecules per kilogram mole of the substance]

  Mass of each molecule =   M ___ 
NA

  

 Hence, mass of n molecules (i.e., mass in each unit cell) =   M ___ 
NA

   n

 Density of a unit cell is

  r =   Mass of the unit cell  ___________________  
Volume of the unit cell

  

   =   Mn _____ 
NA a

3
  

where volume of the unit cell is a3

  a3 =   Mn ____ 
NA r

  

  a3 =   
Molecular weight × Number of atoms per unit cell

    _________________________________________    
Avogadro’s number × Density

  

 The above relation connects the lattice constant a with that of the density of the substance. So we can 

calculate theoretically the lattice parameter a.
Concluding Remark Engineering branches like Materials science, Electronics, Metallurgy, etc., require 
basic knowledge of the physics of crystal structure to understand new materials which is helpful to develop 
new kind of devices.

Solved Problems

1 Sodium chloride crystals have an fcc crystal structure. The density of NaCl is 2.18 × 103 kg/m3. 
 Calculate the distance between two adjacent atoms. The atomic weight of sodium is 23 and that of 
chlorine is 35.5.

3.11
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Solution Given, the density of NaCl, r = 2.18 ×103 kg/m3

 Molecular weight of sodium chloride
   = Atomic weight of Na + Atomic weight of Cl
   = 23 + 35.5 = 58.5
 Number of molecules per unit cell for fcc structure = n = 4
  Avogadro’s number = NA = 6.023 × 1023 molecules/mole
 Using the relation between density and lattice constant;

  a3 =   Mn ____ 
NA r

  

  a3 =   Mn ____ 
NA r

  

   =   58.5 × 4  ________________  
6.023 × 1023 × 2.18

  

  a = 5.63 × 10–8 cm
 The distance between adjacent atoms is half of this value = a / 2

  =   5.63 × 10–8
 __________ 

2
   cm

  = 2.81 × 10–8 cm

2 Copper has a face centred cubic structure and its atomic radius is 1.278 × 10–10 m. Calculate the 
 density of Cu. [Given, Atomic weight of Cu = 63.5]

Solution Radius r = 1.278 × 10–10 m = 1.278 × 10–8 cm

 Density can be obtained from the relation a3 =   Mn ____ 
NAr

  

 For fcc structure, atomic radius r and the lattice constant a are related by

   r = a    ÷ 
__

 2   ___ 
4
  

fi   a = 2 ÷ 
__

 2r  

  r =   Mn _____ 
NA a

3
  

   =   M ___ 
NA

     n _______ 
  ( 2 ÷ 

__
 2r   )  3 

  

   =   63.54 ___________  
6.023 × 10–23

      4 _________________  
  ( 2 ÷ 

__
 2   × 1.28 × 10–8 )  3 

   

   = 8.98 g/cm3
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3 Draw the family of planes {110} in cubic system.

Solution The family of planes {110} in cubic system are
  (a) (110), (b) (110), (c) (011),
  (d) ( 

_
 1   
_
 1  0), (e) ( 

_
 1  0  

_
 1 ), (f) (0  

_
 1   
_
 1 )

To draw plane (110)

Step 1 Draw a unit cell of cubic structure and suitably choose the three axes.
Step 2  For Miller indices of plane (h k l), i.e., for (1 1 0), take the reciprocal of the indices. This will give the 

intercept along the three axes.   1 __ 
h
  ,   1 __ 

k
  ,   1 __ 

l
   i.e., as given in the problem   1 __ 

1
  ,   1 __ 

1
  ,   1 __ 

0
   gives the intercept 1 along 

the x-axis, 1 along y-axis and • along z-axis. Therefore, the given plane is parallel to z-axis.
Step 3 Draw the plane parallel to z-axis and keeping intercept 1, 1 along x-and y-axis.
 Similarly, other planes can be drawn following the same procedure.

B
H H

B

Z

FE

A

D

X

C

G
Y

Z

FE

A

D

X

C

G
Y

H
B

Z

FE

A

D

X

C

G
Y

(a) Plane (110) (b) Plane (101) (c) Plane (011)

H H

H

B B B

Z Z Z

F FE E E F

A A A

D
D D

X

X X

C C C

G G G
Y

Y Y

(d) Plane (110) (e) Plane (101) (f) Plane (011)
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4 Sketch the planes (1 1 2), (0 0 1), (2 0 0) and  in a cubic cell.

Solution

Z

X

Y

Z Z

X X

Y Y

(a) Plane (1 1 2) (b) Plane (0 0 1) (c) Plane (1 0 1)

(e) Plane (1 0 0)

Z

X

Y

(d) Plane (2 0 0)

Z

X

Y

5 Label the Miller indices for the following fi gures.

Z

Y Y Y

X

Z

(a) (b) (c)

X 

Z

X 

Solution (a) (2 0 0) (b) (2 1 0) (c) (2 2 0) 
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6 Sketch the following pair of planes and directions:
  (a) (010), [010], (b) (110), [110], (c) (111), [111]

Solution

Z

X

Y Y

X

Z

Z

Y

X(b) (c)
(a)

(010)

[010]

[110]

[111]

(110)

(111)

7 Aluminium is an fcc crystal with lattice constant a = 0.405 nm. Calculate the number of unit 
 cells present in an aluminium foil of 0.005 cm thickness and two sides of 25 cm length.

Solution Given, lattice constant a = 0.405 nm.
 Sides of the Al foil = 25 cm = 25 × 10–2 m.
 Aluminium foil of thickness = 0.005 × 10–2 m
  Volume of the foil = Area × thickness = (25 × 10–2 m)2 × 0.005 × 10–2 m
   = 3.125 × 10–6 m3.
  Volume of the unit cell = a3 = (0.405 × 10–9 m)3 = 6.6430 × 10–29 m3.

  Number of unit cells =   Volume of the A1 foil  ___________________  
Volume of the unit cell

   =   3.125 × 10–6
  ____________  

6.6430 × 10–29
   = 4.7041 × 1022

8 In a given lattice with lattice constants, a = b = 2.5 Å, c = 1.8 Å, a = b = g = 90° calculate the 
lattice spacing between (111), (110) and (100) planes. Draw your conclusions.

Solution  For a given tetragonal system, the lattice spacing is given by substituting a = b in the following 
equation:

  dhkl =  ÷ ________________

    1 ________________  
  (   h __ a   )  2  +   (   k __ 

b
   )  2  +   (   l __ c   )  2 

    

   =   1 _____________  

 ÷ 
____________

   (   h2 + k2
 ______ 

a2
   )  +   l

2
 __ 

c2
    

  

  d111 =   1 _______________  

 ÷ 
______________

   (   12 + 12
 ______ 

2.52
   )  +   12

 ____ 
1.82

    

   [h = k = l = 1; a = 2.5, c = 1.8]
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   =   1 ____________  
 ÷ 

___________
 0.32 + 0.308  
   = 1.26 Å  

 For plane (110), put h = 1, k = 1, l = 0 in the equation below:

  dhkl =   1 _____________  

 ÷ 
____________

   (   h2 + k2
 ______ 

a2
   )  +   l

2
 __ 

c2
    

  

  d110 =   1 ____________  

 ÷ 
___________

   (   12 + 12
 ______ 

2.52
   )  + 0  

  

   =   1 _____ 
 ÷ 

____
 0.32  
   = 1.768 Å

 For (100) plane, put h = 1, k = 0, l = 0, in the equation below:

  dhkl =   1 _____________  

 ÷ 
____________

   (   h2 + k2
 ______ 

a2
   )  +   l

2
 __ 

c2
    

  

  d100 =   1 ____________  

 ÷ 
___________

   (   12 + 02
 ______ 

2.52
   )  + 0  

  

   =   1 _______ 
 ÷ 

______

  (   1 ____ 
2.52

   )   
   = 2.5 Å

 As   d111 = 1.26 Å, d110 = 1.768 Å, d100 = 2.5 Å d111 < d110 < d100

 Or they are in the ratio of
  d100 : d110 : d111 = 1 : 0.707 : 0.577

  d100 : d110 : d111 =  1 :   1 ___ 
 ÷ 

__
 2  
   :   1 ___ 

 ÷ 
__

 3  
  

9 Lead is an fcc crystal with an atomic radius of 1.746 Å. Calculate the spacing between the 
 planes (200), (220), (222) and (111).

Solution For fcc crystal structure, the atomic radius r and lattice constant a is related by 

  a =   4r ___ 
 ÷ 

__
 2  
   =   4 × 1.746 ________ 

 ÷ 
__

 2  
   = 4.93 Å

 The interplanar spacing is given by

  dhkl =   a ___________ 
 ÷ 
_________

 h2 + k2 + l2  
  

  d200 =   4.93 ___________  
 ÷ 

__________
 22 + 02 + 02  
   = 2.465 Å
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  d220 =   4.93 ___________  
 ÷ 

__________
 22 + 22 + 02  
   = 1.74 Å

  d222 =   4.93 ___________  
 ÷ 

__________
 22 + 22 + 22  
   = 1.423 Å

  d111 =   4.93 ___________  
 ÷ 

__________
 12 + 12 + 12  
   = 2.84 Å

10 Classify the following unit cells into proper crystal systems.
   (i) a = 10.8 Å, b = 9.47 Å, c = 5.2 Å, a = 41°, b = 83°, g = 93°
   (ii) a = b = 10.73 Å, c = 14.3 Å, a = b = 90°, g = 120°

Solution   (i)  As per the given data, a π b π c, a π b π g π 90°, which is a characteristic parameter for triclinic 
system.

 (ii)  As per the data, it is a = b π c, a = b = 90°, g = 120°, suggesting that the given system is a 
hexagonal system.

11 Draw the following directions in a cubic cell.
  [100], [010], [001], [111], [110], [112], , [021]

Solution

Z

B

O

C

D

H 

K
E

F

A

G

X

Y

[001] [112] OA: [100]
OB: [010]
OC: [001]
OF: [111]
OG: [110]
OK: [112]
AB: [110]
OH: [021]

[111]

[010]
[110]

[021]

[110]

[100]

12 A certain orthorhombic crystal has a ratio of .
 Find the Miller indices of faces whose intercepts are
   0.241 : 1 : 0.188
   0.858 : 1 : 0.754
   0.429 : • : 0.126

Solution The intercepts in terms of the unit axial dimensions are as given below:

     1 __ 
2
   : 1 :   1 __ 

2
  

   2 : 1 : 2

   1 : • :   1 __ 
3
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 Taking the reciprocals of these numbers and reducing them to the smallest whole numbers, the Miller 
indices come out as follows:
   (212)
   (121)
   (103)

13 Assuming that lattice points of lattice parameter a in a bcc structure are occupied by spherical 
 atoms of radius r, calculate the free volume per unit cell

Solution (a) Volume of the unit cell = a3

 For bcc structure; a =   4r ___ 
 ÷ 

__
 3  
   fi r =   a  ÷ 

__
 3   ____ 

4
  

 Now volume of all the atoms in a unit cell is as there are 2 atoms per unit cell in the bcc unit cell.

  v = 2 ×  (   4p
 ___ 

3
   )  r3

   =  [   8p
 ___ 

3
   ]    [   a  ÷ 

__
 3   ____ 

4
   ]  3 

   =   pa3  ÷ 
__

 3   ______ 
8
  

 Thus, free volume is = V – v =  [ a3 –   pa3  ÷ 
__

 3   ______ 
8
   ]  = a3  [ 1 –   p  ÷ 

__
 3   ____ 

8
   ] 

Multiple-Choice Questions

 1. A space lattice represents a
 (a) crystal
 (b)  three-dimensional lattice arrays of points 

only
 (c) two-dimensional lattice arrays of points
 (d) amorphous solid
 2. The number of atoms per unit cell for a primitive 

unit cell
 (a) is always one
 (b) depends on crystal structure
 (c) can be any number
 (d) any one from one, two and four
 3. Comparing the Atomic Packing Fraction (APF) 

for Simple Cubic (SC), Body Centred Cubic 

(BCC) and Face Centred Cubic structure, we 
can infer that is correct.

 (a) (APF)BCC > (APF)FCC > (APF)SC

 (b) (APF)BCC > (APF)SC > (APF)FCC

 (c) (APF)FCC > (APF)BCC > (APF)SC

 (d) (APF)FCC > (APF)SC > (APF)BCC

 4. Crystals are basically
 (a) homogeneous and isotropic solids
 (b) homogeneous and anisotropic solids
 (c) isotropic solids only
 (d) highly ordered isotropic solid
 5. The relation of length of axes of unit cell and 

relation of angle between axes in a monoclinic 
crystal system is
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 (a) a = b = c; a = b = g = 120°
 (b) a = b π c; a = b = g π 120°
 (c) a π b π c; a = b = 90° π g 
 (d) a π b = c; a = b = 120°, g π 90°
 6. The relation of angle between axes of a triclinic 

crystal system is
 (a) a = b = g = 120° (b) a = b = g π 120°
 (c) a π b π g π 90° (d) a π b π g 
 7. Which of the following crystals belong to the 

rhombohedral (trigonal) crystal system?
 (a) Calcite (b) Diamond
 (c) Graphite (d) sodium chloride
 8. The coordination number for a faces centred 

cubic lattice is
 (a) 12 (b) 8
 (c) 6 (d) 4
 9. The atomic packing factor of a faces centred 

Cubic crystal is
 (a) 0.52 (b) 0.68
 (c) 0.74 (d) 1
 10. Which of the following groups of planes are 

similar?
 (a) (1 1 0), [1 1 0], (1 0 1), (0 1 1)
 (b) ( 

_
 1  0 1), (1  

_
 1  0), (1  

_
 1  0 0)

 (c) (1  
_
 1  1), (1 1  

_
 1 ), ( 

_
 1  1 1)

 (d) [1 0 1], [0 1 1], [1 1 0]
 11. Which relation between radius of atom and lat-

tice constant represents the fcc structure?

 (a) r = a/2 (b) r = a    ÷ 
__

 3   ___ 
4
  

 (c) r = a    ÷ 
__

 2   ___ 
4
   (d) r = a

 12. The relation between direction and plane in a 
cubic crystal is such that

 (a) (1 1 1) ^ [1 1 1] (b) (1 1 1) || [1 1 1]
 (c) (1 1 1) = [1 1 1] (d) (1 1 1) π [1 1 1]
 13. Which of the following is not a Bravais lattice?
 (a) Simple cubic
 (b) Body centred cubic
 (c) Face centred cubic
 (d) Base centred cubic
 14. The ratio of the interplanar distance for a simple 

cubic system is

 (a) d100 : d110 : d111 = 1 :   1 ___ 
 ÷ 

__
 2  
   :   2 ___ 

 ÷ 
__

 3  
  

 (b) d100 : d110 : d111 = 1 :   1 ___ 
 ÷ 

__
 2  
   :   1 ___ 

 ÷ 
__

 3  
  

 (c) d100 : d110 : d111 = 1 :   1 ___ 
 ÷ 

__
 2  
   :   1 __ 

2
  

 (d) d100 : d110 : d111 = 1 :   1 ___ 
 ÷ 

__
 2  
   :    ÷ 

__
 2   ___ 

3
  

 15. Lattice constant for a cubic system and density 
of a crystal are related by

 (a) a =  ÷ 
____

   Mn ____ 
NAr

     (b) a3 = 3 ÷ 
____

   Mn ____ 
NAr

    

 (c) a3 =   Mn ____ 
NAr

   (d) a =   Mn ____ 
NAr

  

Answers to MCQs

  1. (b)   2. (a)   3. (c)   4. (b)   5. (c)   6. (c)   7. (a)   8. (a)   9. (c)
 10. (c)  11. (c)  12. (a)  13. (d)  14. (b)  15. (c)
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Practice Problems

1. Calculate the interplanar spacing for a (311) plane 
in a simple cubic lattice whose lattice constant is 
2.109 × 10-10 m. [6.358 × 10-11 m]

2. Show that d101 : d100 : d001 ::   
a ___ 

 ÷ 
__

 2  
   : a : a

3. If the interplanar distance for a plane having 
Miller indices (110) is 2.86 Å, calculate the lattice 
constant. [4.044 × 10-10 m]
4. The atomic packing effi ciency of a crystal is 68%, 
and the closest distance of approach between its 
neighbouring atom is 2.62 Å. Calculate density of 
the crystal if the mass of a single atom is 50.04 amu.

[600 kg/m3]

5. Show that the ratio of d111 / d200 in lead is 1.156.
6. Ni has fcc structure with a lattice constant of 
3.52 Å. Calculate the interplanar spacings for planes 
(101), (123), (320). [2.49 Å, 0.941 Å, 0.976 Å]
7. In a crystal of NaCl, calculate the interplanar 
spacing of planes (111), (110), (100) whose lattice 
parameter is 5.64 Å.
8. For a body centred cubic lattice, fi nd the number of 
nearest neighbours, the nearest neighbours  distance 
and the spacing of (110) planes.

9.What are Bravais lattices and Miller indices in 
crystallographic notations ? Show analytically that 
the (111) planes are perpendicular to [111] direction 
in a simple cubic crystal.
10. Draw the (110) and (111) planes and [110] and 
[111] directions in the simple cubic crystal. What do 
you infer from these diagrams? Then explain the use 
of Miller indices notation in crystal studies.
11. Diamond crystallises in ZnS structure. Calculate 
its density, given that the cube edge for diamond is 
3.57 Å and the atomic weight of carbon is 12.01. 
(Take n = 8 since, ZnS structure consists of two inter-
penetrating FCC structure) [r = 3506 kg/m3]
12. For an fcc cubic crystal, the interplanar spacing 
of (l 10) plane is 2 Å. Calculate the atomic radius.

[a = 2  ÷ 
__

 2   Å, r = 1 Å]

13. For planes (101) (112) and (001), sketch the 
planes in the fcc structure.
14. In a simple cubic crystal, fi nd the ratio of (i) spac-
ing of the (110) and (111) planes, and (ii) nearest 
neighbour distance to the next nearest neighbour dis-
tance. [(i) 1: 0.816 (ii) 1 : 1.414]

Short-answer Questions

1. What is a crystal?
2. What are crystalline and amorphous materials?
3. State the difference between crystalline and amor-
phous materials.
4. Explain in brief the lattice.
5. State the basic conditions for the formation of 
crystalline solids.
6. What do you mean by space lattice?
7. What is motif or basis? Defi ne crystal structure.
8. What is Bravais and non-Bravais lattice?
9. What is a crystal structure?

10. Defi ne a unit cell and a primitive unit cell.
11. What are lattice parameters? How are they 
defi ned? What is their importance?
12. What is coordination number?
13. Defi ne atomic packing factor or density of 
packing.
14. Give the relation between the density of the crys-
tal and lattice constant.
15. What do you mean by Miller indices for planes 
and directions?
16. What are crystallographic axes?
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17. How are the solid materials classifi ed from the 
crystal structure point of view?
18. Sketch the plane for the Miller indices of (1 0 0), 
(1 1 0), (1 1 1).
19. Show the directions for the Miller indices [1 0 0], 
[1 1 0], [1 1 1].
20. Show by a diagram how the above directions and 
planes are related.
21. Name the seven crystal systems and state the 
condition of lattice parameters.

22. What are the possible space lattices of a cubic 
system?
23. What is the coordination number for simple 
cubic, body centred cubic and face centred cubic 
structures?
24. What is the atomic packing factor for simple 
cubic, body centred cubic and face centred cubic 
structures?
25. What is the relation between atomic radius and 
lattice parameters for simple cubic, body centred 
cubic and face centred cubic structures?

Long-answer Questions

1. (a) Defi ne the terms: single crystal, unit cell, 
space lattice and Miller indices.

     (b)  Derive the relation for the number of atoms per 
unit cell for cubic type of crystal and hence 
estimate the total number of atoms per unit 
cell of simple cubic, body centred cubic and 
face centred cubic.

2. Draw a diagram to indicate the structure of a 
sodium chloride crystal and with its help explain the 
following terms: (i) unit cell, and (ii) lattice param-
eters of the unit cell.
3. Draw different crystallographic planes with indi-
ces {1 1 1} of a set of planes in the unit cell of a 
simple cubic structure.
4. (a) Draw neat diagrams to indicate the impor-

tant plane systems in a simple cubic crystal 
and fi nd a relation between the spacing of the 
planes in the indicated systems.

    (b)  What are Miller indices? Indicate what should 
be the Miller indices for a typical plane 
belonging to each system.

5. Explain the following terms as applied to crystals 
(i) space lattice (ii) primitives, and (iii) coordination 
number. Find the coordination numbers for bcc and 
the fcc structures.
6. Write short notes on Miller indices.

7. What is a primitive cell of a 2-dimensional lat-
tice?
8. Draw the unit cell for a simple cubic structure and 
show the principle planes in it. How many atoms 
effectively contribute to this unit cell ?
9. Draw the (110) and(111) planes and the [110] and 
[111] directions in a simple cubic crystal. What do 
you infer from these diagrams? Hence, explain the 
use of Miller indices notation in crystal studies.
10. What are Bravais lattices and Miller indices in 
crystallographic notations? Show by diagram that 
the (111) planes are perpendicular to the [111] direc-
tion in a simple cubic crystal.
11. With reference to crystals, state what you under-
stand by the terms (i) unit cell, (ii) coordination num-
ber, and (iii) packing factor.
12. Derive the relation for the number of atoms per 
unit cell for a cubic type of crystal and hence  estimate 
the total number of atoms per unit cell of the simple 
cubic, body centered cubic and face  centered cubic.
13. What do you understand by packing density or 
packing factor? Show that the packing factors for a 
simple lattice, body centered lattice and face centred 

lattice are p/6,    ÷ 
__

 3   p
 ____ 

8
  , 0.7405 respectively.
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14. Defi ne atomic radius. Calculate the atomic radii 
in case of simple cubic, fcc and bcc lattices.
15. Show that for bcc and fcc crystal structures, 
the lattice constants are given by abcc = 4r/ ÷ 

__
 3   and 

afcc = 4r/ ÷ 
__

 2   where r is the atomic radius.
16. What do you understand by Miller indices of 
a crystal plane? Show that the spacing between 

 consecutive planes defi ned by Miller indices (hkl) is 

given by dhkl =   1 _____________  

 ÷ 
____________

   (   h2
 __ 

a2
   +   k

2
 __ 

b2
   +   l

2
 __ 

c2
   )   

  , where a, b and c 

are primitives along the three mutually perpendicular 
axes.

Questions from Previous Exams

 (i) Defi ne the unit cell   (GTU- Jan’ 2009)
  It is a smallest geometric fi gure, the repetition of which gives the actual crystal structure.
 (ii) Defi ne lattice and basis.   (GTU- Jan’ 2009)
  A three dimensional collection of points in space is called crystalline lattice.
  A unit assembly of atoms identical in composition, arrangement and orientation is called basis.
 (iii) What are Miller indices? Explain with proper example how to determine Miller Indices.

(GTU- Jan’ 2009)

  (Refer Section: 3.6)
 (iv) Calculate the interplana spacing for a (3, 1, 1,) plane in a simple cubic lattice whose lattice con-

stant is 2.109×10–10 m.   (GTU- Jan’ 2009)
  Given Miller Indices (h, k, l,) = (3, 1, 1,)  
  Lattice constant a = 2.109 × 10–10 m.
  Interplana distance d = a/(h2 + K2 + l2)1/2

   d = 2.109 × 10–10 m/(11)1/2

   d = 2.109 × 10–10 m/3.31
   d = 6.358 × 10–11 m
 (v) Which short notes on crystal system (GTU- Jan’ 2009) 
  (Refer Section: 3.4)
 (vi) What are Miller indices? Draw the plane from given Miller Indices. (1 1 0), (–1 0 0) (iii) (1 1 2)

(GTU- Jan’ 2010)

  (Refer Section: 3.6) 
 (vii) Show that d = a/ (h2 + K2 + l2)1/2. (GTU- June’ 2010) 
  (Refer Section: 3.7)
 (viii) Find the Miller indices of a plane which intercepts at a/2, b/2 along X-axis and Y-axis respec-

tively and parallel to Z-axis in a simple cubic unit cell. Draw a (0 1 1) plane in a cubic system.
(GTU- June’ 2010) 

  (Refer Section: 3.6)
 (ix) Defi ne the term atomic radius and packing fraction. Calculate the above for SC, FCC and BCC 

structures. It is defi ned as half of the distance between two nearest neighbors in a crystal of a 
pure element.   (GTU- June’ 2010)

  (Refer Section: 3.9)
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Band Theory
of Solids

If we touch the wiring of our house, nothing will happen to us but 
unfortunately if the open end of a wire is touched, we could get an 
electric shock. If, instead, we touch the interior part of an elec-
tronic instrument like a mobile phone, we may not feel anything 
but that the device is working. What is the reason behind this var-
ied electrical nature of different materials? How one can explain it 
theoretically so that this knowledge could be put to various tasks? 
You will fi nd in this chapter the basic theory that explains how 
materials are characterised and categorised according to their 
electrical properties.

ORIGIN OF ENERGY–BAND FORMATION IN SOLIDS

According to the free-electron theory of metallic solids, 
we have assumed that the electrons move in a constant 
potential region (conveniently taken as zero potential) 

inside a one-or three-dimensional potential well. This theory explains 
successfully the phenomena of electrical conductivity in metals, and 
thermionic emission of electrons from certain metals but fails to 
explain why there is a difference in electrical  conduction for some 
materials which can act as good electrical conductors, why some are 
good electrical insulators and why some others are semiconductors.

 For the case of a single atom, there are single energy levels like 
K, L, M levels as we know. But for a solid, a signifi cant change is 
observed due to the atoms which are closely spaced and, therefore, 
their energy levels form energy bands as the energy levels of the 
atoms are very close to each other. If N is the number of atoms in 
the crystal, it is found that each of the energy levels of an atom splits 
into N levels of energy. According to Pauli’s exclusion principle, only 
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two electrons of opposite spin can occupy the same state, hence the maximum number of electrons which 
these N states can occupy is 2 N. The explanation is as follows.

 If the atoms are brought in close proximity as in crystalline solids, the valence electrons of adjacent atoms 
interact, so that they constitute a single system of electrons common to the entire crystal, and their outermost 
electronic orbits overlap.

 According to Pauli’s exclusion principle, no more than two interacting electrons may have the same 
energy level, so it is obvious that single lines will be split up into pairs of lines and new levels must be 
established which are discrete but only infi nitesimally different in energy content. The pattern of permissible 
energy  levels become inevitably more complex than for the constituent atoms on their own. Thus, the allowed 
electronic energy states are perturbed and split into several closely spaced states. The group of such perturbed 
energy levels which are very close together forms an energy band. Each band contains as many discrete levels 
as there are atoms in the crystal. The individual energies within the band are so close together that for many 
purposes, the energy band may be considered to be continuous.

 Let us calculate the spacing between  different energy levels in an energy band. A crystal of  one-milligram 
mass contains about 1019 atoms. If we assume the valency band to be s-band, it contains 2 × 1019 levels. 
 Consider the width of the energy band to be 2 eV. Then, it is obvious that 2 × 1019 levels per milligram 
spread over an energy bandwidth of 2 eV. Hence, spacing between different levels = 2 / 2 × 1019 = 10-19 eV. 
Even though energy levels are discrete, the picture of a band as a continuum of energy levels is a very good 
approximation. This splitting of the single energy level of an isolated atom into a band of energy in the case 
of a solid is responsible for most of the electrical, magnetic and optical properties of that solid.

4.1.1  Concept of Valence and  Conduction Bands

The valence band consists of a group of states  containing the outermost or the valence electrons of an atom. 
It is these electrons which have the  highest energy and are most affected in an assembly of atoms con-

stituting the crystal lattice. The band is,  obviously, 
the highest occupied band and like those above it, is 
shared by the crystal as a whole (Fig. 4.1). Now at low 
temperatures, all the electrons will exist in the state of 
lowest possible energy in the absence of an external 
supply of energy such as radiation. This band may be 
completely fi lled when it contains all the electrons that 
may occupy the band or partially fi lled when some of 
the energy levels are vacant. This situation represents 
a balanced electronic confi guration in which there is 
no net movement of electrons in any particular direc-
tion although the orbital of each electron is effectively 
spread over a sizeable region of the crystal lattice.

 The next higher permitted energy band is known as the conduction band. It may either be empty or 
 partially fi lled with electrons. It is the lowest unfi lled energy band. In a conduction band, the electrons can 
move freely and hence are known as conduction electrons. The energy gap between the valence band and 
conduction bands is known as the forbidden energy gap. Now the covalent forces of the crystal lattice have 
their source in the valence band. If a valence electron absorbs enough energy, it jumps across the forbidden 
energy gap and enters the conduction band. An electron in the conduction band can easily move in the con-
duction band than it can jump back to the valence band from where it had come earlier. However, if a conduc-
tion electron happens to radiate too much energy, it will suddenly reappear in the valence band once again.
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 If an electron is ejected from the valence band, a covalent bond 
is  broken and a positively charged hole is left behind. This hole 
can travel to an adjacent atom by acquiring an electron from that 
atom which involves breaking an existing covalent bond and then 
making a new covalent bond by fi lling up the hole. It is to be noted 
carefully that holes are fi lled by electrons which move from adja-
cent atoms without passing through the forbidden energy gap as 
shown in Fig. 4.2.

 Here, the fl ow of conduction electrons and fl ow of holes in the 
valence band is independent of each other. This indicates the hole 
current in the valence band and electron current in the conduction 
band. Although holes fl ow with ease, they experience more oppo-
sition than electron fl ow in the conduction band, and it is observed 
that conduction electrons move almost twice as fast as the holes.

CLASSIFICATION OF MATERIALS INTO CONDUCTORS, SEMICONDUCTORS 
AND INSULATORS

The electrical conduction properties of different elements and 
compounds can be explained in terms of the electrons having 
energies in the valence band and conduction bands. The elec-

trons lying in the lower energy bands, which are normally fi lled, play no 
part in the  conduction process.

4.2.1 Conductors (Metals)

It is observed that the majority of pure elements in crystalline form have 
metallic properties. They have a large number of free electrons available 
for electrical conductions and, therefore, they are good conductors of electricity and heat. In conductors, the 
energy gap between the valence bands and conduction bands does not exist and the two energy bands actu-
ally overlap because the lowest levels in the conduction band require less energy than the highest levels in the 
valence band. Some electrons ‘overfl ow’ into levels in the valence band (Fig. 4.3).

 In this case, the electrons have a continuous distribution of permitted energies. One can say that the 
valence band is only partially fi lled as in the case of sodium. Figure 4.4 illustrates this case in which (a) the 
energy levels of a sodium atom, and (b) the energy bands of sodium metal are depicted. A sodium atom has 
one 3s electron in its valence shell. Therefore, the lowest energy band or the valence band in a sodium crystal 
is half-fi lled because each level in the band, like each level in the atom, is able to contain two electrons having 
opposite spins.

 When an electric fi eld is set up across a piece of sodium metal, electrons easily acquire enough energy 
to raise them to the next higher level while remaining in their valence energy band. This acquired energy 
is in the form of kinetic energy and permits motion of electrons towards a positive pole, and the motion of 
 electrons contribute to an electric current. Since the raising of some electrons to higher energy levels also 
opens up lower levels which were formerly occupied, electrons moving against the electric fi eld can be 
 decelerated to lower energy levels so the resultant movement of the electrons is in one direction. This explains 
how sodium and alkaline earth metals are good conductors of electricity as compared to other crystalline 
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solids with energy bands that are only partially fi lled. Metals, therefore, have high electric conductivity at 
all temperatures, their resistivity being very low of the order of 10 – 8 ohm-metre. The proportion of valence 
electrons that are free to be accelerated increases slightly with temperature and this tends to increase the 
conductivity. However, this effect is more than counter–balanced by the increasing interaction between the 
electrons and the crystal lattice as the temperature rises, which diminishes the mobility of the electrons. 
The electrical conductivity of a metal, therefore, falls with rising temperature, i.e., its resistivity rises.

 The freedom of movement of the valence electrons is also responsible for the high thermal conductivity 
of metals. Due to the number of effective free electrons increasing (slightly) with temperature, a temperature 
gradient through the material produces a gradient in the concentration of the free electrons in it. The rapid 
 diffusion of electrons then tends to equalise the electron concentration and conveys the surplus energy between 
the regions of high and low temperatures. ‘Electrical conduction’ consists of the diffusion of electric charge 
through the material under conditions of nonuniform electrical potential; while ‘thermal  conduction’ consists 
of diffusion of thermal energy under conditions of nonuniform temperature. In  metals, both  processes take 
place essentially by the same mechanism, and some connection between the two  coeffi cients of  conductivity 
is therefore to be expected. It is experimentally observed that the ratio of thermal conductivity (K) and elec-
trical conductivity (s) at a given temperature is approximately constant for a large range of metals and inde-
pendent of the conductor. This is the well-known Wiedemann–Franz’s Law. It is observed that this ratio is 
directly proportional to  temperature in Kelvin, i.e., its temperature coeffi cient should be 3.67×10–8 per kelvin. 
This is in agreement with the theory provide strong confi rmation of the electron theory of metals. The law of 
Wiedemann and Franz does not hold for nonmetals.

 In addition to the conduction of heat through a metal by the free electrons in it, there is also transfer-
ence of thermal energy by the vibrations of the ions of the crystal lattice. The rate of conduction of heat on 
this account is comparable with that occurring in poor (nonmetallic) conductors of heat, and it is normally 
swamped by the much more rapid process of electronic conduction. It, therefore, has little effect on the 
 validity of the Wiedemann–Franz Law.

4.2.2 Semiconductors

Semiconductors are a class of materials for which the electrical conductivities are intermediate between 
conductors and insulators, e.g., silicon (Si), germanium (Ge), carbon (C), selenium (Se), etc. They exhibit an 
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electrical resistivity of the order of 102 ohm-m, with a 
dielectric constant around 20 and have a varying positive 
or negative temperature coeffi cient of resistance.

 They exhibit crystal structure of diamond and, as in dia-
mond, an energy gap separates the top of the fi lled valence 
energy band where the electrons are all in the ground state, 
from a vacant higher band (conduction band) as in insula-
tors. The width of the forbidden gap between the valence 
and conduction band is small, for example, in silicon it is 
only 1.1 eV (Fig. 4.5) as compared to 6.0 eV in diamond.

 This implies that at low temperatures, there will be virtually no electrons in the conduction band and the 
conductivity will be very low because enough energy is required to raise an electron in silicon to move it across 
the forbidden gap to the conduction band. But at ordinary room temperature, a small amount of electrons 
have suffi cient kinetic energy of thermal origin to jump across the forbidden gap and enter the conduction 
band above it. These electrons are suffi cient to permit a limited amount of current to fl ow when an external 
electric fi eld is applied. Therefore, silicon has an electrical resistivity lying between that of  conductors and 
insulators and so is termed a semiconductor. Other substances belonging to this category are germanium and 
galena (PbS) which was the crystal of early radio crystal sets. In germanium, the width of the forbidden gap 
is 0.72 eV, somewhat less than that of silicon (1.1 eV) at a given temperature. Therefore, germanium has more 
electrons in the conduction band and its conductivity is therefore higher than that of silicon. Given below is 
the comparative resistivities of different classes of materials:

 Resistivity of copper (good conductor) = l.7 × 10–8 ohm-m

 Resistivity of germanium (semiconductor) = 0.5 ohm-m

 Resistivity of silicon (semiconductor) = 2 × l0 2 ohm-m

 Resistivity of glass (insulator) = 9 × l011 ohm-m

4.2.3 Insulators

The materials such as glass, plastics, rubber, ceramics, and 
diamond have virtually all the valence  electrons bound 
very fi rmly to the nuclei of their atoms and, therefore, in 
the absence of free electrons, the conductivity is extremely 
low. According to the energy band theory of solids, the con-
duction band is completely empty, the valence band is fully 
occupied by electrons at 0 K and a large forbidden gap exists 
between them as shown in Fig. 4.6. The forbidden gap is 
greater than 5 eV so that even in the presence of an  external 
electric fi eld, electrons do not acquire suffi cient energy to 
cross the forbidden gap. Such materials are termed insulators on account of their high resistivity, which is of 
the order of 107 ohm-m.

 Increase in temperature enables some electrons to go to the conduction band which, in fact, accounts for 
the negative resistance temperature coeffi cient of insulators.

 The energy gaps in the case of insulators and semiconductors vary in size from material to material.
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Carbon Silicon Germanium Tin (Gray)

Fig. 4.7 Comparative size of energy gaps (not to scale) for diamond (carbon, silicon, germanium and tin (gray)

 Figures 4.7 depicts the comparative size of the energy gaps for diamond (carbon), silicon, germanium 
and tin (grey). Each has the same diamond cubic lattice structure. Therefore, they are similar except for the 
atomic structure beneath their valence shells. Each atom is surrounded by four others occupying the corner 
points of a tetrahedron to which it is bound by electron-pair bonds, The structure may be described by an 
FCC point lattice in which each lattice point corresponds to two atoms, one located at (0, 0, 0) and the other 
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   ) . Tin (grey), with a smaller energy gap, will conduct electricity much more readily than elements 

with bigger gaps because there is a greater probability that an electron from the valence band can be raised 
to the next higher energy band or conduction band. In the case of diamond, however, the two lower energy 
bands are completely fi lled with electrons and there is a forbidden gap of 6 eV between the top of the higher 
of these bands and the conduction band above it. This means that at least 6 eV of additional energy must be 
given to an electron in the diamond crystal, if it is to have suffi cient kinetic energy in order to be transferred 
to the conduction band. This is about 100 times as great as the average energy of vibration of the atoms of the 
crystal lattice.

 This tremendous amount of energy cannot be easily provided by an electric fi eld less than 6 ×105 volts / cm 
well over 1010 times greater than the electric fi eld intensity needed to cause a current to fl ow in sodium. Gen-
erally, all materials with a forbidden gap larger than diamond (6 eV) are insulators. In this case, the chance 
of electrons being set free for conduction is almost zero. However, if a suffi ciently strong electric fi eld is 
applied, the electrons may gain the required energy from it and the insulation may break down. The insulation 
strength, therefore, depends on the width of the forbidden band between the conduction and valence bands. 
The chance of electrons appearing in the conduction band increases when the temperature is raised. The con-
ductivity, therefore, increases with temperature and may even become relatively high. For example, if a glass 
rod is heated to a temperature just below its melting point, a large enough current may be passed through it to 
maintain its temperature and even to melt it. The chief application of the insulators is in electrical appliances 
where they are used for insulating electric connections.

 To summarise the above, we can conclude the following:

 (a) Materials with unfi lled or overlapping energy bands are electrical conductors with electrical conduc-
tivity of the order of 108 or 107 mhos per metre.

 (b) Materials with fi lled energy bands and large forbidden zones (energy gaps) are electrical insulators 
unless a considerable energy is supplied to raise electrons beyond the energy gap into the next energy 
band.

 (c) Materials with fi lled energy bands and small forbidden zones are semiconductors. Their conductivi-
ties are intermediate between conductors and insulators.
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TYPES OF DIODES

Adding a known amount of impurities (dopants) in a controlled fashion in any intrinsic (pure) 
semiconductor material can produce an extrinsic semiconductor (doped) materials on the basis 
of the dopant they can be classifi ed as n type (pentavalent impurities, electrons as majority carri-

ers and holes as minority carriers) or p type (trivalent impurities, holes as majority carriers and electrons as 
minority carriers) semiconductors. 

 These extrinsic materials fi nd hardly any use individually, but fi nd tremendous use if diodes are made out 
of them. Diodes are basic electronic devices and a major breakthrough in the fi eld of solid state electronics. 
These devices have changed modern life with much cheaper and economic size (miniaturization) electronic 
circuits. One can say that modern life cannot be imagined without these devices. It is a must-know technology 
for every scientist and engineer. It begins with a basic junction diode. 

4.3.1 Basic p-n Junction Diode or Simple Diode 

When a p-type semiconductor is suitably joined to an n-type semiconductor, the contact surface is called 
a pn junction, and the produced junction is called a pn junction diode or semiconductor diode or junc-

tion diode. It can be formed either by growing the junction, by alloying or by epitaxing. The basis of most 
semiconductor devices is one pn junction diode. Therefore, it would be prudent to understand the formation, 
characteristics and current components of this device.

• Formation of the Junction

A simple semiconductor diode is fabricated by joining a p-type and an 
n-type semiconductor using a special technique (either by growing the 
junction or by alloying or by epitaxing). A p-n junction is a metallurgi-
cal boundary in a semiconductor crystal in which holes are the majority 
carriers on one (p) side and electrons are the majority carriers on the 
other (n) side. The boundary between one region of a semiconductor 
with p-type impurities and another region containing n-type impurities 
is known as a p-n junction which is depicted in Fig. 4.8. Semiconductor 
are joined and majority carriers diffuse across the junction at the instant 
of formation of the junction.

 It is important to note that apart from holes as majority carriers, very few thermally generated electrons 
are also available as minority carriers in p-type semiconductors. Similarly, electrons are majority carriers and 
thermally generated holes are minority carriers in n-type semiconductors. The impurity atoms on each side 
are ionized and fi rmly fi xed in the lattice through covalent bonds. Before contact, each side is electrically 
neutral; one hole is associated with each ionized acceptor in the p-type material and one electron with each 
ionized donor on the n-side.

 On joining these p and n type semiconductors, because of the difference in concentration (concentration 
gradient) of electrons and holes on the two sides of the junction, the electrons in n region tend to diffuse 
(move towards) to the p region and the holes from p region tend to diffuse into the n region. This process is 
called ‘diffusion’. As a hole recombines with an electron, both the hole and electron disappear. Consequently, 
the majority holes moving out of the p-region leave behind on the p-side some of the acceptor atoms (des-
ignated as NA) bound to the lattice, thus exposing negative ions in a previously neutral region (see Fig.4.9). 
Similarly, the electrons diffusing from n to p-side, undergo recombination and leave behind the uncompen-
sated positively ionized donor (designated as ND). The diffused charge carriers combine at the junction to 
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neutralize each other. Hence development of immobile positive ions in the n region and negative ions in the 
p-region near the junction takes place, and a charge-free space called the ‘depletion layer’ or ‘space charge 
region’, of width of the order of few microns, is formed near the junction. The diffusion process continues 
till the materials on both sides attain equilibrium. The immobile ions form parallel rows of opposite charges 
across the depletion layer. Because of this charge separation, an electric potential VB develops across the junc-
tion under equilibrium condition. This is shown in Fig. 4.9. This potential is called the ‘junction potential’ or 
the ‘barrier potential’. The potential VB is also called the contact potential, and it is an internal potential. It 
prevents further diffusion of majority charge carriers across the junction. It should be noted that outside the 
barrier, on each side of the junction, the material is still neutral.
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Fig. 4.9 p-n junction under equilibrium condition and potential distribution curve showing depletion layer and
   potential barrier VB.

 From the potential distribution curve, it is clear that a potential barrier VB is set up which gives rise to 
electric fi eld (\ VB = Ed). This fi eld prevents the respective majority carriers from crossing the barrier region. 
Thus, it is also clear that outside the depletion layer, on each side of the junction, the material is still electri-
cally neutral. Only inside the barrier there is positive charge on n-side and negative charge on p-type. 

• Applying Voltage (Biasing) across p-n Junction

 (a) Unbiased or Zero biased Junction

  When no external voltage is applied across the junction, it is in steady state condition so no net charge 
transfer is taking place and therefore, no current fl ows through it.

 (b) Forward Biasing

  When an external dc voltage is applied to the p-n junction such that the positive terminal of battery 
is connected to p-region and negative terminal is connected to n-region then the junction is said to be 
forward biased. This is shown in Fig. 4.10(a) and Fig. 4.11.

Electrons Holes

≈ ≈ ≈

≈ ≈ ≈
≈ ≈ ≈

≈ ≈
N

≈

P

+–

+–

Electrons Holes

≈ ≈

≈ ≈
≈ ≈ ≈

≈ ≈N

≈

P

+ –

–+ ≈

Depletion region

(a) Forward biased junctionp-n (b) Reverse biased junctionp-n

Fig.4.10 (a) Forward biased p-n junction; (b) Reverse biased p-n junction
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  The initial effect of forward bias is to reduce/cancel the potential barrier and the width of the deple-
tion layer. Thereafter, the holes from the p-region are repelled by the positive terminal of the battery 
towards the junction and the electrons from n-region are repelled by the negative terminal of the 
battery towards the junction. The applied voltage should be high enough so that electrons and holes 
acquire enough energy to overcome the potential barrier at the junction and cross the junction. The 
barrier voltage is usually small [0.3 volts for Ge diode and 0.7 volts for Si diode]. Hence, a small 
forward voltage is suffi cient to completely eliminate the barrier. 

  Once the barrier is overcome, the junction resistance becomes almost zero. Hence, a large current 
fl ows through the junction at small voltages. The direction of current gives the forward direction of 
p-n junction. The current range is usually in mA. This is called forward current. Figure 4.11 shows the 
reduced depletion width along with the potential hill curve for external fi eld and no external fi eld.

 (c) Reverse Biasing

  When the external dc potential difference is applied to the 
p-n junction such that the positive terminal of the battery is 
connected to n region and the negative terminal of battery is 
connected to the p region and then the junction is said to be 
‘reverse biased’. As shown in Figs. 4.10 (b) and 4.12.

  The reverse bias increases the potential barrier and also the 
width of the depletion layer. Under the reverse biased mode, 
the electrons in n-region and holes in p-region (majority car-
riers) move away from the junction. Hence there is no cur-
rent due to the majority carriers. Here, junction resistance is 
very high. However in practice, a very small current (of the 
order of m A) fl ows in the circuit under reverse bias. This is 
the reverse current, which is due to the movement of minority 
free electrons in p-region and minority free holes in n-region 
across the junction. Even with a large reverse bias, the current 
fl ow is very small. It is of the order of nA.

  Thus the p-n junction conducts when it is forward biased and practically does not conduct when it is 
reverse biased. This unilateral conduction can be used for rectifi cation (the process of converting ac 
voltage into dc voltage). 
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• Energy Bands of p-n Junction Diode under Biasing

 (a) Unbiased or Zero biased Junction

  We learnt that the Fermi level in the p-type material is located 
close to the top of the valence band while in the n-type mate-
rial, the Fermi level is close to the bottom of the conduction 
band.

  While forming the p-n junction, due to a concentration gradient 
of carriers on the two sides of a junction, the carriers cross (dif-
fuse) the junction. Such crossing continues till the Fermi levels 
on the two sides of the junction equalize.

  The band edges in the two regions shift themselves so that the 
Fermi levels are properly aligned. The band picture of the unbi-
ased p-n junction at equilibrium is shown in Fig. 4.13.The con-
duction band in the p region is above the conduction band in 
the n region by an energy eVB, where VB is the potential barrier 
across the junction.

  The majority electrons in the conduction band of n region will face the potential barrier across the 
junction and hence cannot cross the junction. Thus, there cannot be any current fl ow. 

 (b) Forward Biasing

  An external battery (dc) of voltage V is connected with 
its positive terminal to p region and negative to n region. 
The band picture of p-n junction under forward bias is 
shown in Fig. 4.14. Due to this forward bias, the equi-
librium conditions are disturbed and the positions of 
Fermi level and hence the energy bands are changed. The 
negative terminal of the external voltage source causes 
an increase (eV) in electron energy and an upward shift 
of all energy levels on the n-side. Similarly, the positive 
terminal connected to p side causes an increase in hole 
energy and hence a lowering of all levels on p-side. The 
energy bands adjust their positions so as to suit the rise 
of Fermi level. Hence, the potential barrier is reduced to 
e(VB – V) and the barrier width is reduced. Hence, the 
energy required by the majority carriers to move into 
opposite regions is reduced to e(VB – V) from eVB. The 
reduction in the height of the potential barriers does not 
affect the minority carrier movement. Therefore, a net 
current fl ows through the junction, which is determined by the diffusion of majority carriers. The 
electrons in n region now face a low potential barrier and can cross it more easily.

  To conduct the diode, the potential of external battery should be more than the barrier potential. 

 (c) Reverse Biasing

  The external battery of voltage V is connected with its positive terminal to n region and negative ter-
minal to the p region. The energy-band diagram for a diode under reverse bias is shown in Fig.4.15. 
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So, the energy of electrons in the n region reduces by an 
amount eV. Hence the Fermi level on n side is shifted 
down by eV and the potential barrier increases to e(VB + 
V), thereby increasing the barrier width.

  The majority electrons in the n region now face a greater 
potential barrier in crossing the junction (but the minor-
ity carriers can easily cross it).

• Voltage–Ampere (V–I) Characteristics of Diode

A graph that shows the variation in current in a device with the 
variation of applied voltage across it is called the volt – ampere 
characteristic of that device. Figure 4.16 shows the volt – ampere 
characteristic of silicon and germanium diodes. It is seen that the 
characteristic is not linear and hence the diode is a non-linear 
device. The diode acts like a closed switch in forward bias con-
dition as it allows to conduct the diode(large current) ; and acts 
an open switch in reverse bias condition as it does not allow to 
conduct the diode (insignifi cantly low current or known as leakage current).

SiGe
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current (mA)

IF
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Cut in Voltages
Forward
voltage
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Ge

–VR
Reverse
Voltage

Reverse characteristics
Reverse current (nA)

–IR

Conventional current Flow

P N

+ –

Anode
(A)

Cathode
(K)

Fig. 4.16 V-I Characteristics of p-n junction diode along with the symbol and conventional current fl ow direction

4.3.2 Reverse Saturation Current

The reverse current I0, is constant which is caused by the minority carriers. They are fi nite in number at a 
given temperature. As long as the temperature remains constant, the rate of generation of minority carriers 
remains constant. Therefore, the current due to their fl ow is the same whether the applied reverse bias voltage 
is small or large. Hence, the drift current due to minority carriers is known as reverse saturation current.

Differences Between Si and Ge Diode Characteristics

 1. The cut-in voltage for silicon (Si) diode is 0.7 volts whereas for germanium (Ge) diode, it is 
0.3 volts.
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 2. As in silicon diode, the reverse saturation current is very small and it can withstand high reverse volt-
age, it is widely used in practice..

 3. The reverse saturation current in a silicon diode is very small whereas for germanium diode it is much 
higher.

 4. The reverse breakdown voltage of a silicon diode is greater than that of germanium diode. Hence, a 
silicon diode can withstand higher reverse voltage compared to germanium.

Temperature Dependence of V-I characteristics of Diode

The rectifi er equation or diode equation,

  I = I0  
(  e 

  
eV

 ___ 
kT

  
  – 1 ) 

is applicable for both types of biasing if V = VF for forward bias and V = –VR in case of reverse bias. There-
fore, diode characteristics are given by I = I0 (e

V/hVT – 1) where I0 is reverse saturation current and depends on 
temperature, and VT is volt equivalent of temperature.

  VT = kT

where k is Boltzmann’s constant = 8.62 × l0–5 eV/K

  T = Temperature in kelvin (K)

 At room temperature (27°C or 273 ± 27 = 300 K)

  VT = 8.62×10–5 ×300

  VT = 26 mV

 It is also dependent on temperature. Due to these two 
parameters, diode characteristics are temperature depen-
dent. On increasing the temperature, the diode gets more 
kinetic energy, and hence more e-h (electron-hole) pair 
increases which increases electrical conductivity and cur-
rent. The reverse saturation current (Is) of a p-n junction 
diode increases approximately 7% per °C for both silicon 
and germanium and I0 becomes double for every 10°C rise 
in temperature. Figure 4.17 shows effect of temperature on 
V-I characteristics of p-n junction diode. 

 It is clear that the rise in temperature results in decrease 
in forward voltage across the diode and increase in forward 
current during forward bias, whereas the reverse saturation 
current increases during reverse bias.

4.3.3 Zener Diode

When the reverse bias across a diode is increased, a critical voltage called breakdown voltage is reached 
where the reverse current increases sharply to a high value. The breakdown region is known as the knee of 
the reverse characteristics as shown in Fig. 4.18. This phenomenon was explained by C. Zener, and so this 
mechanism is known as Zener breakdown, the breakdown voltage is known as Zener voltage Vz and sudden 
increase in current is known as Zener current. 

(mA) Characteristics at 27° C + DT

Characteristics at
27°C

VFVR
0.6 V – 0.6 VDT

Fig. 4.17 Effect of temperature on V-I
   characteristics of p-n junction diode
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 The breakdown or Zener voltage depends upon the amount of doping. If the diode is heavily doped, the 
depletion layer will be thin and consequently, the breakdown of the junction will take place at a lower reverse 
voltage. Thus, Zener diode is a semiconductor diode specially designed to operate in the breakdown region 
of the reverse bias. Zener diodes are always mostly used in reverse bias condition. By varying the impurity 
concentration and other parameters, it is possible to design the breakdown voltage to suit specifi c applica-
tions. In Zener diodes, the breakdown phenomenon is reversible and harmless. 
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Fig. 4.18 Zener diode (a) V-I characteristics (b) Symbol 

 Figure 4.18 shows the circuit symbol and V-I characteristics of a Zener diode. The symbol is similar to 
that of p-n junction diode, except the bar is replaced by a Z shape as cathode. Even the forward characteris-
tics are also alike a p-n junction diode. The Zener diode is rarely used in forward bias conditions. There is a 
signifi cant and much useful difference in its reverse characteristics. Reverse voltage remains fl at (constant) 
on increasing the reverse voltage, however the reverse current increases sharply at a particular voltage. This 
voltage at which such a sudden increase in reverse current takes place is called Zener breakdown voltage or 
Zener voltage, VZ. The breakdown voltage of an ordinary diode is high, but if a reverse current above that 
value is allowed to pass through it, the diode is permanently damaged. Zener diodes are designed so that their 
Zener voltage is much lower, for example, just 2.4 volts. When a reverse voltage above the Zener voltage 
is applied to a Zener diode, there is a controlled breakdown which does not damage the diode. In the Zener 
region, the voltage across the Zener diode remains constant but the current changes depending on the supply 
voltage. The voltage drop across the Zener diode is equal to the Zener voltage of that diode no matter how 
high the reverse bias voltage is above the Zener voltage. To keep VZ lower, we must increase the doping, thus 
location of Zener region can be adjusted by adjusting its doping level. Zener diodes are available in the range 
of 3 V to 220 V.
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Experimental set-up to plot the V-I Characteristics of Zener Diode (Fig.4.19)
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Fig. 4.19 Circuit diagram to plot V-I characteristics of Zener diode under (a) forward bias, and (b) reverse
   bias conditions.

 Connect the circuit as shown in Fig. 4.19. Vary voltage across the diode and note down the readings of the 
voltmeter and ammeter. From these observations, we can obtain V-I characteristics of a Zener diode. 

 However, in reverse bias, increase the voltage across the Zener in steps of 1 V by adjusting the potentiom-
eter R1 and note down the corresponding Zener current, till you reach the specifi ed Zener voltage VZ. As the 
Zener voltage is reached, the voltage across the Zener diode will remain constant and current will increase. 
So adjust the potentiometer R1 to increase the Zener current by 1 mA step and note the corresponding V.

4.3.4 Breakdown Mechanism in a Semiconductor Diode

From Fig.4.16, it is seen that the reverse saturation current in a semiconductor diode is constant irrespective 
of the applied reverse bias voltage. However, beyond a particular value of reverse bias, the reverse current 
increases suddenly because of the phenomenon of breakdown. Ordinary diodes are never operated in this 
region, because of the irreversible breakdown phenomenon and permanent damages to the diode. However, in 
zener diodes the breakdown is adjusted with controlled doping. Thus, this breakdown is a controlled one and 
hence it is reversible. Therefore, this diode can be used in reverse bias mode in many important applications. 
The breakdown occurs in reverse bias diode mainly due to two different mechanisms.

(i) Avalanche Breakdown

This type of breakdown occurs in lightly doped junctions when high reverse voltage is applied across the 
junction. When high reverse bias is applied to the diode, the electric fi eld in the depletion region becomes suf-
fi ciently high. Due to this high electric fi eld, minority electrons entering the depletion region from the p-side 
will acquire high kinetic energy. The high energy electrons will collide with host atoms and will remove 
valence electrons from some of the covalent bonds. The new carriers in turn, will produce additional charge 
carriers and the process multiplies and hence an avalanche of carriers will be produced in a very short time to 
give large reverse current. The avalanche breakdown is self-sustaining as long as the reverse voltage is present 
across the depletion region. The breakdown voltage is found to increase with temperature.

(ii) Zener Breakdown

The Zener breakdown mechanism occurs in thin, abrupt and heavily doped p-n junctions and requires rela-
tively low reverse voltage for its operation. When the p and n regions of the diode are heavily doped, the 
depletion region becomes very thin, of the order of 10 nm. Application of reverse-bias voltage causes the 
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conduction and valence bands to bend to the extent that the n-side conduction band appears opposite to the 
p-side valence band as shown in Fig. 4.20. As a result, a number of vacant states in the n-side conduction 
band are brought directly opposite to a large number of fi lled states in the p-side valence band (Fig. 4.20b). 
As the barrier separating the two bands is very narrow, the electrons tunnel through it under the effect of a 
small reverse bias. The electrons from the valence band on the p-side reach the conduction band on n-side, 
thus causing a sudden large reverse current from n to p side. This is known as Zener effect. Zener breakdown 
takes place usually at lower reverse voltages of the order of 4 volts or less.
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Fig. 4.20 Energy band diagram of (a) heavily doped p-n-junction (Zener diode) (b) reverse biased junction and
   Zener effect

Applications

Zener diodes are widely used in electronic circuits. Some of the important uses are the following:

 1. It is used as a voltage reference in emitter – follower type voltage regulator.

 2. It is used as a regulated power supply.

 3. It is used in the protection circuits for MOSFET.

 4. It is also used in the clipping circuits.

 Among these applications it is popularly used as a voltage regulator.

4.3.5 Zener Diode as a Voltage Regulator

With the help of rectifi ers and appropriate fi lters, we can get almost pure, i.e., ripple free dc voltage. Such dc 
voltage power supply fi nds applications in chargers, battery eliminators, electronic equipments, etc. However, 
the problem with this type of dc supply is that its output voltage will not remain constant in the event of fl uc-
tuations in ac input voltage or changes in the load current. This type of power supply is called an unregulated 
power supply. The expensive electronic instruments cannot use such a dc power supply. They need a dc power 
supply whose output voltage remains constant in spite of variations input voltage or load current.

 The voltage regulator is an electronic circuit which supplies the constant output voltage under all the 
operating circumstances. Generally, the output voltage changes if there is a change in input voltage or change 
in load current or if the ambient temperature is changed. To provide the constant output voltage, the voltage 
regulator is kept in the last block of the dc regulated power supply. Thus, the power supply which provides a 
constant output voltage irrespective of any conditions is called a regulated power supply.

 The block diagram of a regulated power supply is as shown in Fig. 4.21
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Fig. 4.21 Block diagram of dc regulated power supply

Working of the Circuit

The output of the unregulated power supply is connected at the input of the voltage regulator circuit. The volt-
age regulator is a specially designed circuit to keep the output voltage constant. The voltage regulator circuit 
can be either a series voltage regulator or a shunt voltage regulator. These regulator circuits are discussed in 
detail in the following paragraphs. Even though the output voltage V0 of the regulated power supply remains 
almost constant, practically it does not remain exactly constant. It changes slightly due to changes in certain 
parameters.

Voltage Regulator Circuit 

Voltage regulation is the ability of a circuit to maintain a constant output voltage even when either input volt-
age or load current varies. A Zener diode can serve as a voltage regulator. It can be used to provide a constant 
voltage from a source whose voltage may vary over a considerable range. Figure 4.22 shows the use of a 
zener diode as a voltage regulator. An unregulated power supply provides the input voltage V, R is the current 
limiting resistor and RL is the load resistor. The Zener diode of a zener voltage VZ is reverse connected across 
input supply voltage Vi . The load resistance RL across which constant output is desired is connected across 
the diode. The role of series resistance R is to absorb the output voltage fl uctuations so as to maintain constant 
voltage across the load. The Zener will maintain a constant voltage VZ across the load as long as the input 
voltage does not fall below VZ. A zener diode has maximum current rating equal to Imax. The Zener current 
should not exceed this limit. Minimum current may go to zero. The total current I passing through R equals 
the sum of diode current and load current, i.e. , I = IZ + IL

 This circuit makes use of the fact that under reverse-bias breakdown voltage, the voltage across the Zener 
diode remains constant even if larger current is drawn. Since the load resistance RL is across the Zener diode, 
the voltage across the load resistance does not vary even though current through the load changes. Hence, the 
voltage across the load is regulated against the variations in the load current.

Unregulated

Voltage ( )
dc

Vin

R

Current Limiting Resistor

V V0 = z

IZ
IL

RL

Fig. 4.22 Zener diode is used as a voltage regulator
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 The working of this circuit can be explained in two different cases as below;

(a) Regulating Action with a Varying Input Voltage (constant IL)

Here, the load resistance RL and load current IL are constant and Vin is varying (Fig. 4.23).

RS

V VZ O=

IZ
IL constant

RL

I

Iin

Fig. 4.23 Regulating action with a varying input voltage

 As RL is constant, IL is also constant because IL = VZ/RL. But supply current keeps changing due to change 
in Vin as,

  I =   
Vin – VZ

 _______ 
R

   and I = IZ + IL 

 If Vin is increased, then current I will increase. But as VZ is constant and RL is also constant, the load cur-
rent I will remain constant. Naturally, the increase in current I will increase the Zener current IZ. This can 
continue harmlessly as long as I is less than Imax. If Vin is decreased, I will decrease causing IZ to decrease as 
VZ and IL are constant. The load voltage will continue to be equal to VZ as long as IZ is higher than Imin. Thus, 
the output voltage V0 will remain constant as long as the Zener current is maintained between Imin and Imax. 
As soon as it goes outside these limits, the output voltage will not remain constant.

(b) Regulating Action with a Varying Load (Vin constant)

Here, the input voltage is constant and load resistor RL is 
variable. If RL increases then IL will decrease (Fig. 4.24).

 But the total current I is constant as

  I =   
Vin – VZ

 _______ 
R

  

 Therefore with decrease in IL the Zener current IZ will 
increase. This can continue without damaging the Zener 
diode, as long as IZ is less than Imax and the output voltage 
will remain constant. If RL is reduced, IL increases. But as 
I is constant, the Zener current will decrease. The output voltage will remain constant as long as IZ is higher 
than Imin.

 Thus, the output voltage remains constant as long as the Zener current is between Imin and the Imax.

4.3.6 Varactor Diode or Varicaps 

The depletion layer in p-n junction diode has a row of opposite charges on either side under equilibrium con-
dition. This works like a capacitance. We can forward bias or reverse bias this device and accordingly, we can 
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Fig. 4.24 Regulating action with a varying load
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have diffusion capacitance and transition capacitance. Both these capacitances are important for many appli-
cations. Diffusion capacitance is signifi cant while forward bias is applied whereas, transition capacitance is 
signifi cant while reverse bias is applied.

 Consider a reverse biased p-n junction as shown in Fig. 4.25. When reverse bias is applied, the majority 
carriers move away from the junction and depletion layer widens. The movement of majority carriers brings 
change in charge at the junction due to applied reverse voltage. This change in charge due to applied reverse 
voltage is called transition capacitance, barrier capacitance, junction capacitance or space charge capaci-
tance. It is denoted by Ct.
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Fig. 4.25 Reverse biased p-n junction acts as varactor diode

  The transition capacitance =   
Rate of change of charge at the junction

    __________________________________    
Rata of change of applied reverse voltage

   

  Ct =   
dQ

 ___ 
dV

  

 p and n regions act as plates and depletion region act as dielectric area hence,

  Ct =   
e A

 ___ 
d
   

where, A = area of cross-section of junction 

  d = width of depletion region

  e = permittivity of semiconductor = e0er

 But the relationship between width of depletion region and barrier potential is given by

  VB =   
QNd2

 _____ 
2e

   

 Thus, transition capacitance Ct is inversely proportional to width of depletion region. Therefore, on 
increasing reverse voltage, transition capacitance decreases. Here, the depletion region acts as a capacitor so 
the diode will perform as a variable capacitor that changes its capacitance with the applied bias voltage. Thus, 
a varactor diode is a junction diode in which the junction capacitance of the diode is designed to vary with 
the reverse bias voltage. 
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Fig. 4.26 (a) circuit symbol of varactor diode (b) V-Ct characteristic of a typical diode

 Figure 4.26 (a) shows the circuit symbol of a varactor diode and Fig.4.26 (b) depicts V-Ct characteristic of 
a typical diode. The capacitance of a typical varactor can vary from 2 to 50 picofarads for a bias variation of 
just 2 volts. If doping level is increased, the width of the depletion layer reduces. Therefore, Ct increases with 
increase in doping level. 

 Varactor diodes are also known as varicaps. A varactor diode shows normal volt–ampere characteristics 
as the junction diode in both forward and reverse bias conditions. The semiconductor material used for the 
fabrication of varactor diodes should have high carrier mobility, low dielectric constant, large band gap, low 
ionization potential, and high thermal conductivity. The material having most of the required properties is 
GaAs and therefore, GaAs is used for the fabrication of varactor diodes. They are widely used in different 
devices like TV receivers, F M receivers, tuned devices, communication equipments, time-varying signal 
applications, etc.

4.3.7 Light Emitting Diode (LED)

Display devices and light sources are ever-developing branches. CRT, LCD, Plasma, LED, etc., are some of 
the popular display devices. Incandescent lamps fl uorescent tubelights, CFL, arc lamps, neon lamps, xenon 
lamps, halogen lamps, LED, LASER, etc., are light sources used in different applications. They all are classi-
fi ed as luminaries as they work on the principles of luminescence. LED fi nds its place in both the areas. It is a 
specially designed semiconductor diode. It is widely used due to advantages such as smaller size, less power 
requirement, good spectral response, etc. III-V compound type semiconductors are used instead of elemental 
semiconductors such as Si or Ge due to narrow band gap requirement to emit light. Different compounds of 
this composition are used to emit a desired wavelength. It converts electrical energy into light energy. Emis-
sion of light in LED is due to injection electroluminescence phenomenon.

Principle

When the LED is forward biased, the electrons in the n-region will cross the junction and recombine with 
the holes in the p-type material producing light in the visible or infra-red region. The wavelength of light is 
given by,

  l =   
hc

 ___ 
Eg

   =   
1.24

 ____ 
Eg

   m m/eV

 This effect is known as injection electroluminescence. A signifi cant light output is obtained only when 
there is a large number of electron-hole recombination per second. To ensure this, the p and n regions are 
heavily doped in this device.
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Theory The energy-band diagram of a heavily doped p-n junction is shown in Fig.4.27.
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 There are a majority of electrons in the conduction band of n-region and a majority of holes in the valence 
band of p-region (Fig. 4.27a). When such a device is forward biased, the electrons move towards the depletion 
region and occupy energy levels in the conduction band. Similarly, holes moves towards the depletion region 
and occupy energy levels in the valence band. The electrons in the conduction band are directly above the 
holes at the edge of the valence band (Fig. 4.27b). The situation is highly conducive for direct recombination 
of electrons and holes. When an electron from the conduction band jumps into the hole of the valence band, 
recombination occurs and the excess energy is emitted in the form of a light photon.

 The colour of the emitted light depends on the type of material used.

  Material used Colour of the emitted light

 1. Gallium Arsenide, GaAs Infrared

 2. Gallium Arsenide-phosphide, GaAsP Red or Yellow

 3. Gallium Phosphide, GaP Red or Green
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Fig. 4.28 (a) LED biasing (b) Working principle of LED (c) Circuit symbol of LED



Band Theory of Solids 
4.21

 LED biasing, working principle and circuit symbol of the device are shown in Fig. 4.28 (a), (b) and (c) 
respectively. To emit light, LED has to be in forward bias. The forward voltage across an LED is considerably 
greater than an ordinary diode. Typically, the maximum forward voltage for LED is between 1.2 V and 3.2 V 
depending on the device. The LED emits light in response to a suffi cient forward current.
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Fig. 4.29 (a) Out put characteristics and (b) Radiation pattern of LED

 The graph of Fig. 4.29 (a) is the output characteristics of an LED. Light output of this device is directly 
proportional to the forward LED current. However, it is not possible to increase IF indefi nitely. Typically, the 
maximum value of IF is 80 mA. Directionality of the emitted light is a very important parameter in many 
applications. To know the directionality of the emitted light, radiation pattern of a graph of light output is 
plotted against angle as shown in Fig. 4.29 (b). Radiation pattern reveals that most of the radiated energy is 
confi ned within 20° of the direction of maximum light. Thus, the LED is a highly directional source because 
it radiates only in a particular direction.

Construction

The structure of a surface emitting LED is shown in Fig. 4.30(a). These LEDs emit light in a direction perpen-
dicular to the p-n junction plane. An n-type layer is grown on a substrate and a p-type layer is grown on the 
n-layer by the process of diffusion. The p-layer is made very thin to prevent loss of photons due to absorption 
in the layer. Metal connections are made at the edges of the p-layer to allow more central surface for the light 
to escape.
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Fig. 4.30 (a) structure and (b) construction of LED 
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 A metal fi lm is deposited at the bottom of the substrate for refl ecting as much light as possible towards the 
surface of the device and also to provide electrode connection. The light generated at the junction may not 
emerge from the surface of the device as it is likely to suffer total internal refl ection at the semiconductor – air 
boundary. Therefore, the device is encapsulated in a clear epoxy resin of suitable refractive index (Fig. 4.30b). 
Such a structure is called as a cup type construction.

Merits of LED

 1. LEDs are of small size and light in weight. Therefore, it is possible to pack a large number of LEDs 
in a small space while manufacturing a display.

 2. They have longer life.

 3. They are available in different spectral colours.

 4. They are suitable at high operating speeds as they take less than 1 µs to turn on or off.

 5. LEDs can be easily interfaced with the other electronic circuits.

Demerits of LED

 1. Luminous effi ciency of LED is low.

 2. Output power is affected by changes in temperature.

 3. Overcurrent can damage it easily.

 4. They need larger power for their operation.

Applications

LEDs are commonly used in many applications. Discrete LEDs are used as indicators and as light sources 
in fi bre-optic communications. A number of LEDs may be grouped to form a display. The LEDs may be 
arranged in the form of a seven-segment display where by energizing a proper combination of segments, the 
decimal numbers 0 to 9 may be displayed. Or they may be arranged in the form of a 5 × 7 matrix which may 
be used to generate a decimal number or alphabetical character. They are also used as opto-couplers. They 
are popularly used in the infrared remote controls.

SOLAR CELL AND ITS APPLICATIONS

One can produce electricity on the hillside or at remote places where a power grid is unavailable 
and we can run the electrical gadgets by getting energy as light from the sun. In this chapter, the 
basic principles of solar energy applications are discussed.

4.4.1 Introduction to Photovoltaic Cell/Solar Cell and its Principle

Photovoltaic effect is the phenomenon in which the incidence of light or other electromagnetic radiation upon 
a junction made up of two dissimilar materials, such as a metal and a semiconductor, induces the generation 
of an electromotive force.

 The photovoltaic effect produces voltage (or a corresponding electric current) in a material upon exposure 
to electromagnetic radiation. Even though the photovoltaic effect is directly related to the photoelectric effect, 
the two processes are different and should be distinguished. In the photoelectric effect, electrons are ejected 
from a material’s surface upon exposure to radiation of suffi cient energy. On the other hand, the photovoltaic 
effect is different in that the generated electrons are transferred from one material to another resulting in the 
build up of a voltage between two electrodes.

4.4
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 In most photovoltaic applications, the radiation is sunlight; and for this reason, the devices making use 
of photovoltaic effect to convert solar energy into electrical energy are known as solar cells. In the case of 
a P-N junction solar cell, illumination of the material results in the creation of an electric current as excited 
electrons and the remaining holes are swept in different directions by the built-in electric fi eld of the deple-
tion region.

 Therefore, photovoltaic is the direct conversion of light into electricity at the atomic level. The photoelec-
tric effect was fi rst noted by a French physicist, Edmund Bequerel, in 1839, who found that certain materials 
would produce small amounts of electric current when exposed to light. In 1905, Albert Einstein described 
the nature of light and the photoelectric effect on which photovoltaic technology is based, for which he later 
won a Nobel prize in Physics. The fi rst photovoltaic module was built by Bell Laboratories in 1954. It was 
billed as a solar battery and was mostly just a curiosity as it was too expensive to gain widespread use. In 
the 1960s, the space industry began to make the fi rst serious use of the technology to provide power aboard 
spacecraft. Through the space programmes, the technology advanced, its reliability was established, and the 
cost began to decline. During the energy crisis in the 1970s, photovoltaic technology gained recognition as a 
source of power for non-space applications.

Sunlight

Front

contact

Back contact

Anti-reflective

coating

Specially treated

semiconductor

material

Fig. 4.31 Schematic diagram for photovoltaic cell principle

 Figure 4.31 illustrates the operation of a basic photovoltaic cell, also called a solar cell. Photovoltaic 
cells, or solar cells, are made of the same kinds of semiconductor materials, such as silicon, used in the 
microelectronics industry. For solar cells, a thin semiconductor wafer is specially treated to form an elec-
tric fi eld, positive on one side and negative on the other. When light energy strikes the solar cell, electrons 
are knocked loose from the atoms in the semiconductor material. If electrical conductors are attached to 
the positive and negative sides, forming an electrical circuit, the  electrons can be captured in the form of 
an electric current—that is, electricity. This electricity can then be used to power a load, such as a light or 
a tool.

 A number of solar cells electrically connected to each other and mounted in a support structure or frame is 
called a photovoltaic  module. Modules are designed to supply electricity at a certain voltage, such as a com-
mon 12-volt system. The current produced is directly dependent on how much light strikes the module.
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 Multiple modules can be wired together to form an array. In general, 
the larger the area of a module or array, the more the electricity that will 
be produced. Photovoltaic modules and arrays produce direct-current 
(dc) electricity. They can be connected in both series and parallel elec-
trical arrangements to produce any required voltage and current com-
bination.

 Today’s most common photovoltaic (PV) devices use a single junc-
tion, or interface, to create an electric fi eld within a semiconductor 
such as a PV cell. In a single-junction PV cell, only photons whose 
energy is equal to or greater than the band gap of the cell material can 
free an electron for an electric circuit. In other words, the  photovoltaic 
response of single-junction cells is limited to the portion of the sun’s 
spectrum whose energy is above the band gap of the absorbing mate-
rial, and lower-energy photons are not used.

 One way to get around this limitation is to use two (or more) differ-
ent cells, with more than one band gap and more than one junction, to 
generate a voltage. These are referred to as ‘multi-junction’ cells (also 

called ‘cascade’ or ‘tandem’ cells). Multi-junction devices 
can achieve higher total conversion effi ciency because they 
can convert more of the energy spectrum of light to electric-
ity.

 As shown below, a multi-junction device is a stack of 
individual single-junction cells in descending order of band 
gap (Eg ). The top cell captures the high-energy photons and 
passes the rest of the photons on to be absorbed by lower-
band-gap cells.

 Much of today’s research in multi-junction cells focuses 
on  gallium arsenide as one (or all) of the component cells. 
Such cells have reached effi ciencies of around 35% under 
concentrated  sunlight. Other materials studied for multi-
junction devices have been  amorphous silicon and copper 
indium diselenide.

 As an example, the multi-junction device below uses a 
top cell of gallium indium phosphide, ‘a tunnel junction,’ 
to aid the fl ow of electrons between the cells, and a bot-
tom cell of gallium arsenide.

 The most commonly used solar technologies for homes 
and  businesses are solar water heating, passive solar design 
for space heating and cooling, and solar photovoltaics for 
electricity.

 Businesses and industry also use these technologies to 
diversify their energy sources, improve effi ciency, and save 
money. Solar  photovoltaic and concentrating solar power 
technologies are also being used by developers and utilities 
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to produce electricity on a  massive scale to power cities and small 
towns.

 Although solar cells had many advantages, they have also 
negative effects and disadvantages. One of the major drawbacks 
in this kind of technology is the absolute volume of land that is 
needed to put up the solar power plant.

 Most of the time, a large area is needed, and a typical value for 
a plant calls for 9.5 square miles of land area for its house opera-
tion.

 Depending upon the cost of the local electric rates and instal-
lation, the pay off can be 14 to 20 years. Although, solar modules 
have 20 years warranty, the investment will be lost if one decided 
to move.

 Moreover, solar electricity is more costly compared to the cur-
rent rates. As soon as the PV system is installed for use, it will 
generate electricity with similar cost as the current technology until about 12 years when the inverter demands 
replacement.

 Recent utility rates have been made in greater amount every year and with the larger pressure on the 
reduction of carbon, the rate will sharply increase. In the long run, this increase can easily compensate the 
installation cost but the year it takes for the pay off is too long for most of the people. Solar electricity will 
not be usable at night and is less obtainable in cloudy weather conditions from the established silicon-based 
technologies.

 Hence, there must be a complimentary power system or storage like germanium in the thin-fi lm solar cells 
of amorphous silicon–germanium composition which supplies residual power, bringing forth the capacity at 
night-time, and utilising the background infrared radiation.

 Luckily, most of the consumption is at daytime, so there is no need of storing solar energy as long as it 
caters to the total consumption.

 During the conversion of solar cells from dc to ac with the aid of a grid tie inverter, an energy loss of about 
4 to 12% occurs.

4.4.2 Photovoltaic Module Characteristics

Voltage generated by a photovoltaic module or panel depends on 
the material from which its cells are made and the manner of their 
 processing as well as any interconnections of the cells made. As 
current drawn from the PV module increases, initially its voltage 
falls gradually and after it reaches its knee point, it falls rapidly 
(see the V-I characteristics in the accompanying fi gure). The knee 
point of the V-I characteristics of the photoelectric module defi nes 
the limiting conditions of its usage. This characteristic of the 
device is a limitation as well as an inherent safety feature—it is 
supplying its maximum power when you reach the “knee point’’ 
and beyond the knee point it is protecting itself. When using a PV 
panel or any such device, we must ensure that the peak demand 

Fig. 4.34 Typical multi-junction device
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does not exceed the maximum power the device is capable of 
delivering.

 It is obvious that the capacity of a photovoltaic module to 
deliver power is dependent on the intensity of the light to which 
it is exposed and the temperature at which it is operating. As 
shown in the accompanying diagram, a photovoltaic module 
rated to deliver 1000 watts of power will lose its capacity and 
would be capable of providing only, say, 800 W if the light 
intensity to which it is exposed falls. Its peak power capacity 
(at the knee point) also falls. The maximum current it can sup-
ply and the current at which it supplies the peak power remain 
unaltered. 

 The characteristics of a photovoltaic module are dependent also on the temperature at which it is operat-
ing. As shown in the accompanying diagram, the peak power and current capacity of a solar-power  generator 
fall as its operating temperature rises from 25°C to 50°C. 

 These characteristics are important to keep in mind in using these devices. Solar panels or arrays are 
mounted on rooftops of buildings or in open areas in such a way that they are able to get maximum light 
intensity by facing the sun. The solar panels or arrays are mounted in racks which can be tilted to face the 
sun.

4.4.3 Solar Cell

As discussed above, the solar cell (also known as photovoltaic cell) generates electric potential when it is 
illuminated by optical irradiation. It is used to generate electricity from sunlight; therefore it is known as 
solar cell. Solar cells are useful for both space and terrestrial applications, and are the source of long-duration 
power supply for satellites. They are an important alternative terrestrial energy source because they can con-
vert sunlight directly to electricity with good conversion effi ciency, can provide nearly permanent power at 
low operating cost, and are virtually nonpolluting. They are also used in watches, irrigation systems, calcula-
tors, etc.

 Silicon-based solar cells are normally in use. Some of the materials used in solar-cell fabrication are single 
crystal Si, poly-silicon, CdTe and GaAs. Popular geometries of solar cells are fl at-planed systems, thin-fi lm 
devices, or concentration systems.

 Sunlight is the main source of radiation energy for solar cells. We know that the intensity of solar radiation 
in free space at the average distance of the earth from the sun is 1367 W/m2, which is known as the solar con-
stant. But the sunlight received on the earth is less due to various absorption mechanisms in the atmosphere 
of the earth.

 The electromagnetic radiation of wavelength range of 200–3000 nm from the sun is the main energy out-
put used by solar cells. This energy decreases as it reaches the earth’s surface depending on angle of incidence 
and atmospheric conditions.

Symbol of Solar Cell

Construction of Solar Cell The solar cell was invented in 1954 by Pearson. Silicon P-N junc-
tion diodes of special construction make a solar cell. The structure of a solar cell is shown in 
Fig. 4.37.

Fig. 4.36 Effect of temperature on charac-
teristics of solar panel
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Fig. 4.37 Side-view structure of a solar cell

 The solar cell consists of a heavily doped P-N (i.e., P++-N++) junction as shown in Fig. 4.37. The top 
layer forming the N++ region is usually made very thin to allow solar radiation to fall into the junction. The 
resulting junction will be extremely narrow (typically around 20 nm) because the doping level is extremely 
high, and may reach a degenerate doping level (about 1020 impurity atoms per cubic centimetre). Solar cells 
are designed to have large surface area to allow a large amount of light input into the device. Usually, the 
anode connection will be made from the bottom (P++ substrate) of the device and the cathode from the top 
(N++ layer). An anti-refl ection coating on top of the top N++ layer is made to prevent light losses due to 
refl ection from the surface of the solar cell. This is very essential because Si is a highly refl ective material. 
Each solar cell typically produces an output of about 0.6 V. So, the total output voltage can be increased 
by connecting them in series, and to increase the current, the total resistance should be reduced which can 
be obtained by connecting several series of solar cells in parallel combination to get higher output power. 
In fact, they are available in the form of solar panels, and contain several solar cells in series and parallel 
combination. This is discussed now.

4.4.4 Theory of the Solar Cell

Looking at the structural details, the solar cell is a P-N junction diode with a window on the top for allowing 
optical irradiation. So the solar cell is a photodiode, but photodiodes just detect light and do not generate volt-
age. Then how can we claim that the same photodiode can generate electric voltage? To answer this question, 
the fi rst feature is that the structure and doping level of this diode is quite different from those of other diodes. 
Let us now understand how these differences can convert the diode from a detector to a generator.

Explanation of the Photovoltaic Effect

We know that every P-N junction diode has a depletion-layer potential existing across its junction. For the 
silicon diode, it is about 0.6 V. But we cannot measure it directly. Why? To get an answer let us study the volt-
age drops in a P-N diode. If the voltage exists across the junction, we will get it as an output voltage across 
the cathode–anode terminals unless it is cancelled by another equal and opposite voltage. But we do not get 
this voltage across the anode–cathode terminals. This fact clearly indicates that there must be an equal and 
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opposite voltage inside the diode that cancels the junction potential. On investigating further, we can see that 
such a potential does exist in every P-N diode.

 Let us consider the junction potential (also known as contact potential) produced as the result of a junction 
formed by two different materials (i.e., the P and the N-type silicon- semiconductors). Each semiconduc-
tor region contributes an equal value (i.e., 0.3 V each) to the junction potential that gives the total junction 
potential to 0.6 V. To neutralise this potential, two more contact potentials exist. One is the junction formed 
as the anode–metal contact (i.e., semiconducting P-region with aluminum). The second junction formed 
as the cathode–metal contact (the N-region with aluminum). From the theory of Schottky-barrier junction 
(i.e., potential barrier between metal and semiconductor junction), we know that the junction potential 
between a metal and a silicon region is about 0.3 V. Therefore, the sum of these two contact potentials is 
0.6 V, just enough to cancel the junction potential. Due to this cancellation of the junction potential, we are 
unable to measure it across the anode–cathode terminals.

 Let us resolve these problems in the solar cell so that it will generate a voltage when illuminated by 
light.
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Fig. 4.38 Contact potentials in a P-N junction

 Figure 4.38 depicts the situation described as above. A solar cell is a heavily doped (P++-N++) junction 
diode with a very narrow potential barrier. This narrow junction potential (depletion layer) is represented by 
the dark shading in Fig. 4.38. The y-axis in the fi gure represents potentials at various junctions (i.e., semi-
conductor– semiconductor and metal–semiconductor junction), and the x-axis represents the distance from 
the junction to the anode and cathode terminals. The fi gure displays +0.3 V as the portion of the junction 
potential in the N++ region, and −0.3 V as the portion of the junction potential in the P++ region. As explained 
earlier, these all-semiconductor contact potentials are counterbalanced by the metal–semiconductor contact 
potentials existing between the cathode-N++, and the anode-P++ junctions, respectively. In Fig. 8.8, these con-
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tact potentials are shown by dotted lines. As a result of these cancellations, the net voltage across the anode 
and cathode terminals is zero.

 Now, let the junction be illuminated by solar radiation. Due to solar radiation, we know that Electron–
Hole Pairs (EHPs) are generated near the P-N junction. These optically generated EHPs tend to neutralise 
the immobile ions existing at the junction. Thus, in the P-region the immobile acceptor ions (−ve ions) are 
neutralised by the holes generated at the junction. Similarly, in the N-region the immobile +ve donor ions 
are neutralised by electrons generated at the junction. These neutralisations occur because of the slimness 
of the P++-N++ junction.

 Now, we are in a state, where the P++-N++ junction potential is getting reduced or neutralised by the EHPs 
generated due to the solar radiation. The decrease in the junction potential depends on the number of EHPs 
generated. Even though a neutralisation of the semiconductor–semiconductor junction potential occurs due 
to solar-generated EHPs, such neutralisation does not occur at the metal-semiconductor junctions because 
in metal regions EHPs are not generated due to optical irradiation. Finally, the P-N junction potential gets 
reduced due to optical irradiation, but such a reduction does not occur in the terminal-contact potentials. This 
situation is shown in Fig. 4.39.

Junction potential

+VJ,V

Junction potential

–VJ,V

Contact potential

between metal and N++

silicon = –0.3 V

Net potential in the P region after

neutralisation

= 0.3 – 0.1 = 0.2 V

Reduced junction potential due

to solar irradiation = 0.2 VContact potential

between metal

and P++ silicon

= +0.3 V

Narrow depletion layer

+X–X

–0.3

N++

region

P++

region

+0.3

Fig. 4.39 Solar-cell potential under radiation

 Figure 4.39 depicts a net potential produced across the anode–cathode terminals of the heavily doped 
P++-N++ junction due to optical irradiation of the junction. It should be noted that the value of this potential is 
dependent on the amount of light falling onto the junction. The maximum value of this solar potential cannot 
overcome the normal value (i.e., 0.6 V) of junction potential of the silicon diode, because it is this potential 
that is neutralised by the optically generated EHPs. Therefore, we conclude that solar cells generate a net 
potential of about 0.6 V when irradiated by solar radiation.
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 In Fig. 4.39, the thick black horizontal lines at ± 0.1 V correspond to the reduced potentials at the P++-N++ 
junction due to neutralisation by EHPs. The terminal potentials (at anode and cathode) are represented, as in 
Fig. 4.38, by dotted lines. The differences between these potentials and the junction potentials are shown by 
thick black vertical lines in Fig. 4.39. Note that a net potential difference of (0.2 V + 0.2 V = 0.4 V) 0.4 V is 
obtained in this case. One can see that this potential is positive (+ve) in the P side and negative (−ve) in the 
N side. This is shown by the thick dotted line in Fig. 4.40. Note that the maximum value of this potential can 
only be less than the junction potential of the silicon P-N junction (i.e., < 0.6 V). The solar potential cannot 
be exactly equal to the junction potential since practically total neutralisation of the immobile charge carri-
ers in the junction region by the optically generated EHPs is impossible. Even if a large number of EHPs are 
generated by light, their number will still be less than the number of immobile ions generated due to heavy 
doping. As a result, some ions will remain at the junction, which are not neutralised.
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Fig. 4.40 Net solar-cell potential under radiation

4.4.5 Series and Parallel Operation

To get the desired voltage, several solar cells are connected in series, and connected in parallel to get the required 
current. Figure 4.41 shows the series–parallel connection of several solar cells. Three groups of solar cells are 
connected in parallel, with each group containing four solar cells  connected in series. The total output voltage 
of the  system is 2.4 V, assuming maximum 0.6 V for each cell.

 The total current capacity of the unit depends on the material and construction used. Solar cells are in the 
form of solar panels and grouped under nonconventional energy sources.
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FIg. 4.41 Solar cell connection in series and parallel

4.4.6 P-N Junction Solar Cell

A schematic drawing of a P-N junction solar cell is shown in Fig. 4.42. It comprises of (i) a narrow P-N junc-
tion formed on the surface, (ii) a front ohmic contact stripe and fi ngers, (iii) a black ohmic contact that covers 
the entire back surface, and (iv) an antirefl ection coating on the front surface.

 When the solar cell is exposed to the solar radiation, a photon that has energy less than the band gap Eg 
makes no contribution to the cell output. A photon having energy greater than Eg contributes an energy Eg to 
the cell output and an energy greater than Eg is wasted as heat.

 Consider a photon of light having wavelength l incident on a semiconducting material like Si (P-N solar 
cell) having an energy band gap Eg. The energy of a photon is E = hc /l, and it will be absorbed by the  material 
if E > Eg, otherwise for E < Eg, they get transmitted without absorption. The absorbed energy of a photon 
excites valence electrons to the conduction band leaving holes in the valence band. The remaining (E − Eg) 
energy will be lost as heat or phonons. Here, phonons are the energy quanta associated with lattice vibrations 
in solids.

 The rate of carrier generation is a function of wavelength and intensity of incident radiation. Intensity of 
incident radiation corresponds to the number of photons. The number of photons corresponds to the number 
of carriers. The wavelength of a photon decides the energy of carriers. After a short time interval, the gener-
ated charge carriers recombine. The time rate of recombination r is given by the relation

  r =   
n – n0

 _____ t   =   
p – p0

 _____ t   in (m–3 s–1) (4.1)
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where n0 and p0 are equilibrium concentration of electrons and holes whereas n and p refers to concentrations 
at any given instant of time. Now the fraction of minority carriers diffuse to the edges of the junction deple-
tion region and are swept across the junction due to existing junction potential which has created an electric 
fi eld there. So electrons are collected on the N-side and holes are collected on the P-side of a P-N solar cell.

 This collection of electrons and holes on N- and P-sides of a solar cell produces light induced current 
(which is known as photocurrent) through a load resistance connected across the cell.

Fig. 4.42 Schematic representation of a silicon P-N junction solar cell
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 Let,

Fph = photon fl ux =   
number of photons incient

   ______________________  
area × time

   

 Assume 100% quantum effi ciency, i.e., each absorbed photon generates one electron–hole pair. The pair 
generation rate G is given by

  G = aFph(1 – R)e– ax (4.2)

where a is the absorption coeffi cient, in m−1, R is the refl ection coeffi cient, Fph is the photon fl ux, and x is the 
distance where the pair-generation rate G is measured.

 Under steady-state condition (i.e., rate of recombination and generation becomes equal), continuity equa-
tion for holes on N-side can be written as

    
1
 __ e     
dJp

 ___ 
dx

   +   
pe

 __ t   – G = 0 (4.3)

where,

 Jp = current density for holes = eDp (   dpe
 ___ 

dx
   ) 

 Dp = hole diffusion coeffi cient

 pe = hole concentration on N-side.

 Therefore, Eq. (4.3) can be written as

    
1
 __ e     

d  [ eDp (   dpe
 ___ 

dx
   )  ] 
  ___________ 

dx
   +   

pe
 __ t   – G = 0 

  Dp  
d2pe ____ 
dx2

   +   
pe

 __ t   – G = 0 (4.4)

A similar way of expression for electrons on the P-side can be written as

  De   
d2ep

 ____ 
dx2

   +   
ep

 __ 
t
   – G = 0 (4.5)

Solving these expressions and adding them gives the current passing through solar cell, which is given by

  I = IS(e
v/vT – 1) – IL (4.6)

where,

 V is the bias voltage applied to collect charges generated by light,

 IS is the reverse saturation current,

 IL is the photocurrent or light generated current passes through load and given by

  IL = eAG(Lp + Ln) (4.7)

where, A is the cross-sectional area of the junction and LP and LN are diffusion lengths of the minority  carriers 
on the P-side and N-side of the P-N solar cell respectively. The I-V characteristic curve is shown in Fig. 4.44. 
For different values of G, I-V characteristics are shown. The net current I is the difference between the injec-
tion current and light (photon) induced current.



4.34
 Engineering Physics

 Under the illuminated condition, the equivalent circuit of the solar cell is shown in Fig. 4.43(b). Photocur-
rent is the current fl owing through the load RL, and the shunt resistance Rs h can be attributed to the leakage 
currents. Rs , the series resistance, is due to the bulk resistance of the solar cell along with contact resistance.

 To derive the conversion effi ciency, we shall consider the energy band diagram of a P-N junction under 
solar radiation shown in Fig. 4.43(a).
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Fig. 4.43  (a) Energy band diagram of a P-N junction solar cell under solar irradiation; (b) Idealized equivalent circuit
    of a solar cell

 The equivalent circuit is shown in Fig. 4.43(b). As shown in the fi gure, a constant-current source is in 
parallel with the junction. The source IL is as a result of the excitation of excess carriers by solar radiation, IS 
is the diode saturation current, and RL is the load resistance.

 The ideal I-V characteristics of such a device are given by

  I = IS(e
qV/kT – 1) – IL (4.8)

 And the saturation current density is given by the following relation.

  JS =   
IS

 __ 
A

   = qNVNC  [    ÷ 
___

 Dp  
 ______ 

ND ÷ 
__

 tp  
   +   

 ÷ 
___

 Dn  
 ______ 

NA ÷ 
__

 tn  
   ]   e – E g /kT  (4.9)

 In the above equation, A represents the area of a solar cell.

 Dp, Dn represents the diffusion coeffi cient for holes and electrons.

 ND and NA represent the donor and acceptor impurity densities respectively.

 tp and tn represent the carrier lifetime for holes and electrons respectively.

 NC and NV represent the effective density of states in the conduction band and valence band respectively.
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 A plot of Eq. (4.8) is given in Fig. 4.44(a). The curve passes through the fourth quadrant of the I-V charac-
teristic curve. This indicates that the device is having negative conductance in the fourth quadrant. Therefore, 
if the operating point of the diode is selected in this quadrant, it could be used to deliver power to an external 
load. It acts as a converter of solar energy into the electrical energy. In the other three quadrants if the diode 
is operated, it will function as a sink of power or act like an ordinary resistor. The I-V curve is more gener-
ally represented by Fig. 4.44(b), which is an inversion of Fig. 4.44(a) about the voltage axis. By properly 
choosing a load (with power close to 80%), the product (IscVoc) can be extracted, where Isc is known as the 
short-circuit current equal to the photocurrent IL, and Voc is the open-circuit voltage of the cell. The shaded 
area in the fi gure represents the maximum-power rectangle. The quantities Im and Vm correspond to the cur-
rent and voltage respectively, for the maximum power output Pm ( = Im × Vm ) defi ned in Fig. 4.44(b).
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Fig. 4.44 (a) Current-voltage characteristics of a solar cell under illumination

 From Eq. (4.8) , we obtain equations for the open-circuit 
voltage Voc (and I = 0).

 Taking log on both the sides and simplifying for Voc;

  I = IS(e
qV/kT – 1) – IL

  fi 0 = IS( e q V oc /kT  – 1) – IL

  fi IS ( e q V oc  /kT  – 1) = IL

  ( e q V oc  /kT  – 1) = IL/IS

   e q V oc  /kT   = (IL/IS) + 1

  (qVoc/kT) = ln[(IL/IS) + 1]

Isc

Vm Voc

V in volts

I (mA)

Im

(b)

0

Maximum
power

rectangle

Fig. 4.44  (b) Inversion of Fig. 4.44(a) about
    the voltage axis
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  Voc =   
kT

 ___ q  ln[(IL/IS) + 1] @   
kT

 ___ q   ln(IL/IS)  (4.10)

The output power delivered by a solar cell to an external load is expressed as

  P = IV = IsV(eqV/kT – 1) – ILV (4.11)

The condition for maximum power is (dP/dV) = 0 or we get,

  Vm =   
kT

 ___ q   ln [   
(IL/IS) + 1

 _________ 

 (   qVm
 ____ 

kT
   )  + 1

   ]  @ Voc –   
kT

 ___ q   ln (  (   qVm
 ____ 

kT
   )  + 1 )  (4.12)

  Im = Is  (   qVm
 ____ 

kT
   )   e q V m /kT  @ IL  ( 1 –   

1
 ______ 

qVm/kT
   )  (4.13)

The maximum output power Pm is given by

  Pm = ImVm @ IL  [ Voc –   
kT

 ___ q   ln  ( 1 +   
qVm

 ____ 
kT

   )  –   
kT

 ___ q   ]  (4.14)

4.4.7 The Conversion Effi ciency

The conversion effi ciency of a solar cell is given by

  h =   
Maximum output power

  ____________________  
Input power

   =   
ImVm

 _____ 
Pin

   (4.15)

  h =   
ImVm

 _____ 
Pin

   =   

IL  [ Voc –   
kT

 ___ q   ln ( 1 +   
qVm

 ____ 
kT

   )  –   
kT

 ___ q   ] 
   _________________________  

Pin
   (4.16)

or it can be given by

  h =   
FF◊ IscVoc

 ________ 
Pin

   (4.17)

where Fill Factor (FF) is defi ned as the maximum power rectangle to the rectangle of (Isc × Voc ).

  FF =   
Pm
 _____ 

IscVoc
   =   

ImVm
 _____ 

IscVoc
    = 1 –   

kT
 ____ 

qVoc
   ln ( 1 +   

qVm
 ____ 

kT
   )  –   

kT
 ____ 

qVoc
   (4.18)

 The ideal effi ciency can be obtained from the ideal I-V characteristics defi ned by Eq. (4.8). The saturation 
current density is obtained from Eq. (4.9) for a given semiconductor. The short-circuit current Isc (= IL) is the 
product of q and the number of the available photons with energy hn ≥ Eg in the solar spectrum. Once Is and 
IL are known, the output power P and the maximum power Pm can be obtained from Eqs (4.11) to (4.14). The 
input power Pin is the integration of all the photons in the solar spectrum. The semiconductors with band-gap 
between 1 and 2 eV can all be considered solar cell materials.

4.4.8 Types of Solar Cells

 1. P-N Homo-Junction solar cells

 2. Hetero-Junction solar cells

 3. Thin-fi lm solar cells
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 It can also be broadly divided into crystalline (i.e., monocrystalline and polycrystalline) and amorphous 
solar cells. Crystalline solar cells are normally in the form of solar panels. The output of each cell is between 
0.5 and 0.6 volts, and 36 cells are used to produce 20 volts of an open-circuit voltage. This is adequate to 
charge a 12-volt battery. The most common material used in solar cells is a single-crystal silicon. Its  effi ciency 
is about 25% as it is most sensitive to infrared light, and radiation in this region of the  electromagnetic 
 spectrum is relatively low in energy. Polycrystalline solar cells are made by a casting process in which molten 
silicon is poured into a mould and allowed to cool, and then sliced into wafers. The polycrystalline cells are 
cheaper than single crystal cells, with effi ciency less than 20% due to internal resistance at the boundaries 
of the silicon crystals. Amorphous cells are made by depositing silicon onto a glass substrate from a reactive 
gas such as silane (SiH4). Amorphous solar cell can be applied as a thin fi lm to glass or plastic substrates. 
The advantages of thin-fi lm cells are easier deposition and assembly on inexpensive substrates, the easy mass 
production, and the high suitability to large applications. Their effi ciencies are presently only about 10% due 
to signifi cant internal energy losses.

 A number of other materials like gallium arsenide, copper indium diselenide and cadmium telluride can 
also be used to make solar cells. Note that solar cells are sensitive to different wavelengths of light as a func-
tion of the materials they are built from. Therefore, some cells are better performers outdoors while others are 
better performers indoors. Some solar cells have improved energy conversion effi ciency by incorporating two 
or more layers of different materials with different wavelength sensitivities. Top layers are designed to absorb 
higher energy photons while allowing lower energy photons through to be absorbed by the layers beneath.

P-N Junction Solar Cell

The effi ciency of the cell depends on the doping level of the P-region so that electrons generated in this 
region can diffuse to the junction before they recombine. So a proper match is required between the diffusion 
length of the electrons Ln, thickness of the P-region and the mean optical penetration depth. A large contact 
potential V0 is required to obtain a large photovoltage which is achieved by heavy doping. Long lifetimes are 
needed for the charge carriers, but heavy doping reduces the lifetime of electrons and holes generated. The 
series resistance (Rs) of the solar cell should be small so that the power is not lost as heat due to Joule heat in 
the device itself. This is the major problem in solar cells, especially in the thin region at the surface. So the 
surface is partially contacted. A series resistance of few ohms can reduce the output voltage to appreciable 
levels. The resistance of the P-region of the diode of a solar cell is kept low by keeping area of the P-side of 
the diode large. The N-region is normally thin. This region is contacted at the edge and the current should be 
along the thin N-region to the contact. This produces large series resistance. The contact fi ngers distributed 
over the surface of the N-region will reduce this resistance. Much of the photon fl ux from the sun has less 
energy than the cell band gap, so they are not absorbed. For the high-energy photons that are absorbed, the 
recombination of electron–hole pairs at the surface takes place. This is the reason why the output from a 
solar cell is limited. A well-prepared Si solar cell is expected to give an effi ciency of 10% for solar energy 
conversion and this gives an output of 100 W/m2 of electrical power due to full illumination. This is not cost-
effective. Also, the absorbed solar energy increases the temperature of the cell, thereby generating nonequi-
librium concentration of charge carriers. The remedy is the use of GaAs and related compound with direct 
band gaps that can be used up to 100°C. The hetero junctions are very useful for good conversion effi ciency 
and better for operating temperatures with reasonable effi ciency. To reduce the surface recombination, the 
surface of the solar cell is coated with antirefl ection coating. The maximum output power is achieved by 
keeping a large–area junction located near the surface of the device. The thickness of the N-region must be 
less than the diffusion length in the N material.
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Hetero Junction Solar Cells

These solar cells use two dissimilar semiconductor materials. The band gap of two materials will be such 
that Eg 2 < hn < Eg 1. Incident photons are absorbed in the material on the top having a band gap Eg 2. So the 
photocarriers are generated and diffuse into material with band gap Eg 1 which is beneath the fi rst one. Due 
to differences in band energies of the two materials, a discontinuity occurs in the energy band diagram of 
the junction of the two materials. They are very useful for good conversion effi ciency and suitable for higher 
operating temperatures. GaAs–AlGaAs hetero-junction cell is widely used because of good conversion effi -
ciency even at higher temperatures.

Thin-Films Solar Cells

A Thin-Film Solar cell (TFSC), also called a Thin-Film Photovoltaic Cell (TFPV), is a solar cell that is made 
by depositing one or more thin layers (thin fi lm) of photovoltaic material on a substrate. The thickness range 
of such a layer is wide and varies from a few nanometres to tens of micrometres.

 Many different photovoltaic materials are deposited with various deposition methods on a variety of 
 substrates. Thin-fi lm solar cells are usually categorised according to the photovoltaic material used:

 • Amorphous silicon (a-Si) and other thin-fi lm silicon (TF-Si)

 • Cadmium Telluride (CdTe)

 • Copper indium gallium selenide (CIS or CIGS)

 • Dye-sensitised Solar Cell (DSC) and other organic solar cells

Thin-fi lm Silicon A silicon thin-fi lm cell is a thin-fi lm cell that uses amorphous (a-Si or a-Si:H), protocrys-
talline silicon, nanocrystalline (nc-Si or nc-Si:H) or black silicon. Thin-fi lm silicon is opposed to wafer sili-
con (also called bulk or crystalline silicon).

Design and Fabrication The silicon is mainly deposited by Chemical Vapour Deposition (CVD), typically 
Plasma-Enhanced (PE-CVD), from silane gas and hydrogen gas. Other deposition techniques being investi-
gated include sputtering and hot-wire techniques.

 The silicon is deposited on glass, plastic or metal which has been coated with a layer of Transparent 
 Conducting Oxide (TCO).

 A P-i-N structure is usually used, as opposed to an N-i-P structure. This is because the mobility of 
 electrons in a-Si:H is roughly 1 or 2 orders of magnitude larger than that of holes, and thus the collection 
rate of  electrons moving from the P- to N-type contact is better than holes moving from P- to N-type  contact. 
 Therefore, the P-type layer should be placed at the top where the light intensity is stronger, so that the 
 majority of the charge carriers crossing the junction would be electrons.

 Thin-fi lm solar cells are constructed using thin fi lms of semiconducting materials deposited on a  suitable 
substrate like glass, ceramic or metal. Metals and conductors form active substrates whereas insulating 
 substrates are normally passive. Normally, thin-fi lm deposition uses a variety of techniques like thermal 
evaporation, chemical vapour deposition, molecular beam epitaxy, sputtering, electroplating etc. The fi lms 
deposited may be polycrystalline or amorphous. Thin-fi lm solar cells are economical but having low effi cien-
cies and stabilities compared to single-crystal solar cells.

 Solar-cell arrays are spread over the surface of a satellite to supply power for the electronic equip-
ment in satellites for a long time. This is the advantage over solid state batteries. They can also be 
attached to the main body of satellites in the form of paddles. They have about 10% effi ciency with about 
100 W/m2 of electrical power under full illumination. To improve the power output, large-area Si cells 
are  fabricated.
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4.4.9 Advantages, Engineering Applications and Disadvantages

Advantages

 • Solar cells are an inexpensive electrical source of energy. Once installed, they can work for years 
without any expenditure on maintenance.

 • Solar cells do not use any fuels. So they are not dangerous.

 • They produce enough voltage and current required for operation of equipment in satellites and rock-
ets.

 • They neither pollute atmosphere, nor produce noise when they are working, because they do not 
 produce movements and vibrations when they are in operation.

 • For small-power applications they can be used to replace chemically operated dry or wet batteries, 
where their small size is quite convenient.

Engineering Applications The applications found in different fi elds are rural electrifi cation, water pump-
ing, domestic supply, healthcare, lighting, ocean navigation aids, electric power generation in space, etc.

Disadvantages

 • Solar cells are not normally used as optical detectors like photodiodes, because of their very slow 
response compared to photodiodes.

 • To get large output voltage, solar panels occupy large space.

 • Solar cells are very delicate. They are brittle, and can be easily broken into small pieces.

 • Solar panels must be cleaned from time to time to get better results.

 • Solar cells require uninterrupted solar light input. So, during night their operation stops. To get cur-
rent at night, solar cells should be supported by storage batteries.

 Solar cells, at present, furnish the most important long-duration power supply for satellites and space 
vehicles. They have also been successfully employed in small-scale terrestrial applications. The solar cell is 
considered a major candidate for obtaining energy from the sun, with high conversion effi ciency, can pro-
vide nearly permanent power at low operating cost, and is virtually free of pollution. Recently, research and 
development of low-cost, fl at-panel solar cells, thin-fi lm devices, concentrator systems, and many innovative 
concepts have increased. In the near future, the costs of small solar-power modular units and solar-power 
plants will be economically feasible for large-scale use of solar energy.

PHOTODIODES AND PHOTOVOLTAIC CELLS 

Photodiodes and photovoltaic cells are also special type 
of the p-n junction diode. A depletion layer is formed 
at the junction region by immobile negatively charged 

acceptor atoms in the p-type material and immobile positively 
charged donor ions in the n-type material, during the formation of 
the junction. The electric fi eld due to these ions stops the motion of 
majority carriers but accelerate minority carriers across the junc-
tion. When a photon is incident on the device, electron-hole pairs 
are generated. In case of electron-hole pairs generated within the 
depletion region, the electric fi eld acting across the region causes 
the pair to separate as shown in Fig. 4.45.

4.5
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Fig. 4.45 Separation of electron-hole
   pairs in a photovoltaic cell
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 This charge separation can be utilized in two ways.

 1. If the diode is short circuited, a current fl ows between p and n regions. This is known as photocon-

ductive mode and diode must be in reverse bias condition to avail this mode, e.g., Photo diodes

 2. If the diode is open circuited then potential difference across p and n regions appear. This mode is 
known as photo voltaic mode of operation, e.g., solar cells 

4.5.1 Photodiodes

A semiconductor photodiode is essentially a reverse-biased p-n junction. The structure and symbol of a 
photodiode is shown in Fig. 4.46 (a) and (b).

Photons

– + – +–

+
VR

p side

Electron-hole
pairs

Deplection region

n side

CathodeAnode

CathodeAnode

l

(a) (b)

Fig. 4.46 (a) construction and (b) circuit symbol of Photodiode.

 When a reverse bias is applied across the junction as shown in the fi gure, the depletion layer widens as 
mobile carriers are swept to their respective majority sides. The motion of minority carriers forms the reverse 
leakage current of the diode. Therefore, even in the absence of light, a small leakage current exists in reverse 
bias condition. This leakage current is called dark current. The amount of dark current depends on the reverse 
bias voltage, the series resistance and the ambient temperature.

 Now, if the diode is exposed to light, photons are absorbed mainly in the depletion layer and also in the 
neutral regions. A photon of energy hv ³* Eg incident in or near the depletion layer of the diode will be capable 
to excite an electron from the valence band into the conduction band. This process generates a hole in the 
valence band. Thus, an electron–hole pair is generated by the optical photon. These are known as photocar-
riers. The electron–hole pairs generated in the depletion layer separate and drift in opposite directions under 
the action of the electric fi eld. The electrons travel into the n-region and holes into p-region. Such a transport 
process causes an electric current in the external circuit in excess of the already existing dark current (reverse 
leakage current). The photocurrent created in the external circuit is always in the reverse direction, i.e., from 
the n to the p region. The number of electron–hole pairs will be dependent on the intensity of light (number of 
photons). These electrons and holes will be attracted towards the positive and negative terminals respectively 
of the external source, to constitute the photocurrent.

 With increase in the light intensity, more number of electron hole pairs is generated and the photocurrent 
increases. Thus, the photocurrent is proportional to the light intensity. Increasing the level of illumination 
increases the fl ow of reverse current. It is, therefore, desirable that the depletion region be suffi ciently wide 
so that a large fraction of incident light can be absorbed. Thus, optical excitation leads to an increase in the 
reverse-biased current. Hence, the diode can be used as a photodetector using a reverse bias voltage, as the 
measured photocurrent is proportional to the incident light intensity (Fig. 4.47a).
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Fig. 4.47 (a) Output characteristics (b) V-I characteristics of photodiode

 The illumination (I-V) characteristic of a photodiode is shown in Fig.4.47 (b). It reveals that

 • reverse current is independent of the reverse voltage 

 • reverse current increases with an increase in the intensity of light

 • current produced in the diode with no incident light is called dark current which is a function of tem-
perature only.

 They are used in the cameras for sensing the light intensity, in the optical communication system, in the 
light intensity meters, in media players etc.

4.5.2 Photovoltaic Cells

Photovoltaic is the direct conversion of light into electricity at the atomic level. An unbiased p-n junction 
diode exposed to light develops voltage Voc across it. This is known as photovoltaic effect and the diode is 
known as photovoltaic cell. Thus, a diode in a photovoltaic mode is a photovoltaic cell. It is an unbiased diode 
(Fig.4.45) illuminated by radiation. When the diode is illuminated by light, photons are absorbed mainly in 
the depletion layer and also in the neutral regions. A photon of energy hv ³* Eg incident in or near the deple-
tion layer of the diode will generate an electron–hole pair. These are separated by the internal electric fi eld 
acting across the depletion region and drift in opposite directions. The electrons drift into n-region and holes 
into p-region, as illustrated in Fig.4.45.

 They are widely used in solar-cell applications with appropriate design modifi cations.

PHOTOCONDUCTIVITY

When light or radiation is incident on an intrinsic semiconductor, the electrons are excited from 
the valence band to the conduction band leaving behind holes in the valence band which gener-
ates free electrons and holes in the material without leaving the material. This will result into the 

increase of free charge carrier concentration within the semiconductor. This phenomenon is known as inter-
nal photoelectric effect. This increase in free charge carriers leads to an increase in the conductivity of the 
semiconductor. Therefore, light-induced increment in the electrical conductivity is known as photoconduc-
tive effect or simply photoconductivity. The application of an electric fi eld to the semiconductor causes the 
drifting of electrons and holes through the material and as a result, an electric current fl ows in the circuit. 

4.6
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HALL EFFECT AND HALL COEFFICIENT

If any non-insulator material strip carrying current I is placed in a transverse magnetic fi eld B (as 
shown in Fig. 4.48) a voltage VH (Hall voltage) develops across the surfaces which are normal to 
both the magnetic fi eld and the current. 

 Consider a rectangular strip of an n-type semiconductor mate-
rial as shown in Fig.4.48. Let the current I fl ow through it along the 
positive X-direction and the magnetic fi eld B act along the posi-
tive Z direction (i.e., B acts perpendicular to plane of paper in the 
outward direction). Hence, a Lorentz force F acts on the charge 
carriers along the negative Y direction. As the semiconductor is 
n-type, the majority charge carriers are electrons. This force due 
to the magnetic fi eld has the magnitude,

FL = Bev

where, v = drift velocity of electron and e = charge of electron

 Thus, the electrons will be forced to move downward towards 
side 1 in Fig. 4.49 and side1 becomes negatively charged with 
respect to side 2. This causes electric fi eld between these surfaces 
hence Hall voltage develops across these surfaces.

 Let E be the electric fi eld intensity due to Hall voltage VH. Then 
the force due to this electric fi eld balances the force due to mag-
netic fi eld. 

\ eE = Bev

\ E = Bv

 But, E =   
VH

 ___ 
d
   where, d is the distance between surfaces 1 and 2

\   
VH

 ___ 
d
   = Bv

 Current I = neav and VH = Bvd

\  v =   
I
 ____ 

neA
  

\  VH = B  (   I
 ____ 

neA
   )  d

where, n = carrier concentration and A = area of the strip

 Thus, the Hall voltage is given by,

  VH =   
1
 ___ ne     

I
 __ 

A
   Bd if J =   

I
 __ 

A
  

then,

  VH =   
1
 ___ ne   BJd

 From the expression it is clear that if the polarity of VH is positive at the surface 2 (as in the above discus-
sion) then the carriers must be electrons. But if the surface 1 has positive polarity with respect to the surface 
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2 then the carriers are positively charged holes and the semiconductor is p-type. Thus, measurement of Hall 
voltage helps to determine whether the given semiconductor is p- type or n-type. 

 If the volume charge density r is the charge per unit volume of the material, w is the width of the specimen 
in the direction of the magnetic fi eld then, r = ne and A = wd so,

  VH =   
BI

 ____ r w  

 From the above equation, the charge density r can be determined if 

 VH, B, I and w are measured, But r = n .e so, we can determine the carrier concentration n. If Hall coef-

fi cient is defi ned as,

  RH =   
1
 ___ ne   =   

1
 __ r   then, 

the Hall voltage in terms of Hall coeffi cient,

  VH = RH =   
BI

 ___ w  

  RH =   
VHw

 ____ 
BI

  

  RH =   
Ewd

 ____ 
BI

  

  RH =   
E

 ___ 
JB

   because, J =   
I
 ___ 

wd
  

 Thus, the Hall coeffi cient RH of a material is defi ned as the electric fi eld strength per unit surface current 
density due to unit transverse magnetic fi eld. We know the conductivity of the material can be given as,

  s = nem where m = mobility of the carrier

\  s =   
m
 ___ 

RH
  

 Thus, the mobility of a carrier can be determined with measurement of conductivity and Hall coeffi cient.

Applications The Hall effect is important in material science, semiconductor technology and engineering 
as it helps to determine the type of semiconductor, the sign of majority charge carriers, the majority charge 
carrier concentration, the mobility of majority charge carriers, and the mean drift velocity of majority charge 
carriers.

  The Hall effect is widely used in various fi elds for a variety of applications. The Hall probe is employed 
for such applications. The Hall probe consists of a thin rectangular plate cut from a semiconductor crystal 
having high carrier mobility; Current-carrying electrodes are soldered to two opposite lateral faces of the 
plate. Hall electrodes are soldered to the remaining two lateral faces, which are used for measuring the Hall 
voltage developed in the plate. Hall probe in the form of a thin semiconductor fi lm deposited onto a thin mica 
substrate is used sometimes.

 One of the important applications of Hall effect consists in measuring magnetic fi elds. Hall voltage is pro-
portional to the magnetic fi eld intensity. Knowing the parameters of the Hall probe, and applied current, we 
can determine the intensity of the magnetic fi eld. Hall probes can be used for static as well as variable mag-
netic fi elds. Hall probes measure variable magnetic fi elds up to a frequency of 1012 Hz. Another application 
of the Hall effect is to measure extremely large currents, where conventional ammeters cannot be used. The 



4.44
 Engineering Physics

current being measured is used for generating a magnetic fi eld and the Hall voltage developed in the probe is 
proportional to the magnetic fi eld and hence to the current being measured.

Solved Problems

1 A current of 0.25 A is passed through a metal strip of 0.2 × 10–3 thickness m and width same as 
thickness in a Hall effect experiment. For an applied magnetic fi eld of 0.2 T, Hall voltage was 
measured to be 0.15 × 10–3V. Calculate the carrier concentration.

Solution Hall voltage is given by

  VH = RH   
BI

 ___ w   =   
1
 ___ ne     

BI
 ___ w   =   

BI
 ____ new  

  n =   
IB
 _____ 

VHew
  

   =   
0.25 × 0.2

  _______________________________   
0.15 × 10–3 × 1.6 × 10–19 × 0.2 × 10–3

  

   = 1.04 × 1025 no. of carriers/m3

2 The Hall coeffi cient (RH) of a semiconductor is 3.22 × 10–4 m3C–1. Its resistivity is 9 × 10–3 ohm-m. 
Calculate the mobility and carrier concentration of the carriers. [Dec.2008, 4 Marks]

Solution Given: e = 1.6×10–19C, RH = 3.22 × 10–4 m3C–1

 Hall coeffi cient

  RH =   
1
 ___ ne  

\  n =   
1
 ____ 

RHe
  

   =   
1
  _____________________  

3.22 × 10–4 × 1.6 × 10–19
  

  n = 1.94 × 1022 /m3

 Now 

 Conductivity: s = nem

 Resistivity: r =   
1
 __ s   =   

1
 ____ nem  

 Mobility: m =   
1
 ____ ner   =   

1
  _____________________________   

1.94 × 1022 × 1.6 × 10–19 × 9 × 10–3
   = 0.0357 m2/Vs 
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3 A rectangular semiconductor specimen of 1 × 10–3 thickness m is placed in the magnetic fl ux 
density of 0.5 Wb/m2. A current of 1.5 mA is fl owing through specimen in one direction. Calculate 
the resulting Hall voltage. Here, Hall coeffi cient of the material is 1 × 10–2 m3/C. [June 2009, 5 
Marks]

Solution Given; B = 0.5 Wb/m2

  I = 1.5 × 10–3 A

  w = 10–3 m

  RH =   
1
 __ r   =   

1
 ___ ne   = 1 × 10–2 m3/C

 Hall voltage: VH =   
BI

 ___ rw  

   = RH   
BI

 ___ w  

   = 1 × 10–2 ×   
0.5 × 1.5 × 10–3

  _____________ 
1 × 10–3

   = 7.5 mV

4 Calculate the energy gap in Ge when it is transparent to radiation of wavelength of 12000 Å. 
[h = 6.625 × 10–34 J·s; c = 3 × 108 m/s], [June 2009, 5 Marks]

Solution Energy gap: Eg = hv =   
hc

 ___ 
l

  

 Given: l = 12000 × 10–10 m, h = 6.625 × 10–34 J·s, c = 3 × 108 m/s

 Energy gap:

  Eg =   
6.625 × 10–34 × 3 × 108

  ___________________  
12000 × 10–10

  

   = 1.66 × 10–19 J ×  (   1 eV
 ___________ 

1.6 × 10–19 J
   ) 

   = 1.03 eV 

5 Calculate the open-circuit voltage and the output power at a voltage of 0.35 V for a solar cell hav-
ing reverse saturation current 1 nA at 300 K, having photocurrent of 100 mA and cell area  4 cm2 
[thermal voltage at 300 K is 0.0258 V].

Solution For open circuit voltage, Voc, I = 0.

 Thermal voltage VT = (k T/q) = 0.0258 V

 Photocurrent IL = 100 mA = 100 × 10−3 A

 Reverse saturation current Is = 1 nA = 1 × 10−9 A

 Voltage V = 0.35 V

  Voc =   
kT

 ___ q   ln  (   IL
 __ 

IS
   + 1 )  ∫ VT ln  (   IL

 __ 
IS

   ) 
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  Voc = (0.0258) ln  (   100 × 10–3

 _________ 
1 × 10–9

   )  = 0.475 V

 The output power, P

  P = IV = IsV (eqV/kT – 1) – ILV

  P = ISV (eV/VT – 1) – ILV

 Here, Is and IL are reverse currents so use –ve sign for reverse current.

  P = (– 1 × 10–9)(0.35) (e0.35/0.258 – 1) – (– 100 × 10–3)(0.35) = 3.48 × 10–2 W

  P = 3.48 × 10–2 W

6 Consider a silicon P-N solar cell of area 2 cm2. The doping of the solar cell is NA = 1.7 × 1016 cm−3 
 and ND = 5 × 1019 cm−3, effective density of states in conduction band and valence band are 
NC = 2.89 × 1019 cm−3, and NV = 2.66 × 1019 cm−3 and the carrier lifetime for holes and electrons are 
tn = 10 ms, tp = 0.5 ms, Dn = 9.3 cm2/s, Dp = 2.5 cm2/s, and short circuit current IL = 95 mA, energy 
band gap Eg for Si = 1.12 eV, thermal voltage at 300 K is 0.0258 V.

  (a)  Calculate reverse saturation current density and hence, reverse saturation current. Also, 
calculate and plot the I-V characteristics of a solar cell for different values of V = 0.1, 
0.2, 0.3, 0.4, 0.5, 0.55, 0.6, 0.62, 0.63 V,

  (b) Open-circuit voltage

  (c) Determine the maximum output power of the solar cell, all at room temperature

Solution (a) current is given by 

  I = IS (e
qV/kT – 1) – IL

and the Saturation current density is given by

  JS =   
IS

 __ 
A

   = qNVNC  [    ÷ 
___

 Dp  
 ______ 

ND  ÷ 
__

 tp  
   +   

 ÷ 
___

 Dn  
 ______ 

NA  ÷ 
__

 tn  
   ]  e–Eg/kT

  JS = (1.6 × 10–19 × 2.66 × 1019 × 2.86 × 1019  [    ÷ 
___

 9.3  
  __________________  

1.7 × 1016  ÷ 
________

 10 × 10–6  
   +   

 ÷ 
___

 2.5  
 _________________  

5 × 1019  ÷ 
_________

 0.5 × 10–6  
   ]  e–1.12/0.0259

 JS = (1.217 × 1020)[5.67 × 10–14 + 4.47 × 10–17] (1.658 × 10–19)

 JS = 1.1449 × 10–12 A/cm2

 Saturation current Is is given by 

  IS = JS × A = 1.1449 × 10–12 × 2 = 2.289 × 10–12 A

 From Fig. 4.49, we can fi nd the value of Voc, Isc, Im, Vm and can calculate Pm.

   Voc = 0.63 V

   Isc = IL = 0.095 A

   Im = 0.091 A

   Vm = 0.57 V

  Pm = ( Im × Vm ) = (0.091 × 0.57) = 0.0518 W = 51.87 mW
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(b) Open-circuit voltage Voc is from

  Voc =   
kT

 ___ q   ln  (   IL
 __ 

IS
   + 1 )   VT ln  (   IL

 __ 
IS

   ) 
  Voc = (0.0258) ln  (   95 × 10–3

 ____________  
0.0023 × 10–9

   )  = 0.63 V

  Voc = 0.63 V

(c) Maximum output power Pm from the graph is 57.87 mW

  Pm = (Im × Vm) = (0.091 × 0.57) = 0.0518 W = 51.87 mW

7 A silicon P-N solar cell has a reverse saturation current Is of 2 nA. Its short-circuit current is 150 
mA. Find out the open-circuit voltage. If maximum output power is 51.87 mW, calculate Fill Factor 
(FF). Considering the solar power density to be of 1000 W/m2, calculate the effi ciency of the given 
solar cell. Given, thermal voltage = 0.022 V

Solution  Voc =   
kT

 ___ q   ln  (   IL
 __ 

IS
   + 1 )   VT ln  (   IL

 __ 
IS

   ) 
  Voc = 0.026 × ln  (   150 × 10–3

 _________ 
2 × 10–9

   )  = 0.47 V

  FF =   
ImVm

 _____ 
ILVoc

   =   
Pm

 _____ 
ILVoc

   =   
0.05187

 __________ 
0.15 × 0.47

   = 0.7357

  h =   
Pm

 ___ 
Pin

   =   
0.05187

 _______ 
0.1

   = 0.5187 = 51.87%
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8 For a given solar cell, Voc, Isc, and FF are respectively given as 500 mV, 125 mA, and 80 %. Find 
 out the maximum power generated by a solar cell and if the incident solar power density is 
840 W/m2, fi nd the conversion effi ciency of the cell. Consider the unit dimension of the solar cell.

Solution  Voc = 500 mV

  IL = 125 mA

  FF = 0.8

  Input power density = 840 W/m2 = 840/10000 = 0.0840 W/cm2,

 So input power Pin = 0.084 W

  h =   
FF ◊ ILVoc

 ________ 
Pin

   =   
0.8 × 0.125 × 0.5

  ______________ 
0.084

   = 0.5952 = 59.52%

9 Solve the above problem if the above values are changed to Voc = 600 mV, IL = 160 mA, FF = 81.4, 
 and incident solar power density = 840 W/m2. Comment on the result obtained.

Solution Voc = 600 mV

  IL = 160 mA

  FF = 0.814

  Input power density = 840 W/m2 = 840/10000 = 0.0840 W/cm2,

 So input power Pin = 0.084 W

 Maximum power generated is

  Pm = IL × Voc × FF = (160 × 10−3 × 600 × 10−3 × 0.814)

   = 0.078144 = 78.14 mW

 Power effi ciency = (Maximum power generated/Incident power) = 0.078144/0.084 = 0.93 = 93%

Comment Looking at the above example, we conclude that the real solar power does not have an  effi ciency 
of more than 30%. So the given problem does not refl ect a real solar cell.

10 The band gap of Si is 1.12 eV and that of GaAs is 1.424 eV. What are the cutoff wavelengths 
 for these materials so that they can be utilised for fabrication of a solar cell?

Solution We know that the photon of light should have minimum energy Eg.

  Eg = hvmin =   
hc

 ____ 
lmax

   =   
hc

 ___ 
lc

  

  lc =   
hc

 ___ 
Eg

   =   
6.62 × 10–34 × 3 × 108

  __________________  
Eg × 1.6 × 10–19

   =   
1.24

 ____ 
Eg

   m m

 For Si, lc =   
1.24

 ____ 
1.12

   = 1.10 m m

 For GaAs, lc =   
1.24

 _____ 
1.424

   = 0.87 m m
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11 A solar cell having a fi ll factor of 0.7, open-circuit voltage 0.45 V is exposed with a light with an 
 input power of 500 mW on a cell area of 1 cm2. Calculate its conversion effi ciency. Given 
Isc = 200 mA.

Solution  FF = 0.7

  Voc = 0.45 V

  Pin = 500 mW

  Isc = 200 mA

 Conversion effi ciency,

  h =   
Pm

 ___ 
Pin

   =   
ImVm

 _____ 
Pin

   =   
(IL ◊ Voc) FF

 __________ 
Pin

  

  Pm = (IL ◊ Voc) FF

   = 200 × 10–3 × 0.45 × 0.7

  Pm = 0.063 W = 63 mW

  h =   
Pm

 ___ 
Pin

   =   
0.063

 _____ 
0.5

   = 0.126 = 12.6%

Multiple-Choice Questions

 1. A semiconductor is a perfect insulator at

 (a) room temperature (b) high temperature

 (c) 0 K (d) ice temperature

 2. Zener diode is used as

 (a) voltage follower (b) amplifi er

 (c) voltage regulator (d) current regulator

 3. Operation of a photodiode is in the 

 (a) reverse biased condition

 (b) forward biased condition

 (c) unbiased condition

 (d) both the biased conditions

 4. In a semiconductor material, the conduction 
band and valence band are

 (a) separated by very small band gap

 (b) overlap each other

 (c) separated by very large band gap

 (d) depends only on temperature

 5. If the Hall coeffi cient is positive for a given 
material then the material is 

 (a) an insulator

 (b) an n-type semiconductor

 (c) a p-type semiconductor

 (d) a metal

 6. In conductors, with decrease in temperature, the 
Hall coeffi cient value 

 (a) increases

 (b) decreases

 (c) stays constant

 (d) increases fi rst and then decreases

 7. Potential barrier opposes the fl ow of

 (a) majority carriers (b) minority carriers

 (c) electrons (d) holes

 8. Limiting the frequencies of light on a solar cell

 (a)  reduces the amount of electricity 
produced

 (b) increases the amount of electricity pro-
duced
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 (c)  does not have much effect on the amount of 
electricity produced

 (d) none of the above

 9. Changing the number of cells in the 
solar array

 (a) changes the voltage output

 (b) changes the electrical output

 (c) makes no difference in the output

 (d) both (a) and (b) are correct

 10. The value of the solar constant is

 (a) 1.335 kW/m2 (b) 1.533 kW/m2

 (c) 1.358 kW/m2 (d) 1.353 kW/m2

 11. We get ______ kW solar power per square 
metre.

 (a) 1.353 (b) 0.66

 (c) 47 (d) 3.8 × 1026

 12. ______ is used to make a solar cell.

 (a) Silicon (b) Silver

 (c) Selenium (d) Germanium

 13. A solar cell converts

 (a) heat energy into electrical energy

 (b) solar energy into electrical energy

 (c) heat energy into light energy

 (d) solar energy into light energy

 14. The word photovoltaic comes from words mean-
ing

 (a) wind energy

 (b) brightness

 (c) light and electricity

 (d) picture which moves

 15. A PV module is

 (a)  dozens of photovoltaic cells connected 
together

 (b) wired in series

 (c) wired in parallel

 (d) all answers a, b, c

 16. In the shade,

 (a) less light strikes the PV cells

 (b) less current is generated in PV cells

 (c) the PV cell is cooler

 (d) all answers a, b, c

 17. Improving the effi ciency of a PV cell can be 
done by

 (a) adjusting the light-facing angle all day

 (b) placing coloured acetates on the cell

 (c) heating the cell

 (d) changing its direction to north

 18. Developing solar energy is important because it

 (a) does not produce pollution

 (b) can be utilised in most regions of India

 (c) reduces our dependency on imported 
energy

 (d) all of the above

 19. When planning your future home you will

 (a) never consider photovoltaic systems

 (b)  research the cost of a PV system as a sup-
plement to the grid

 (c)  work with local builders to fi nd out if PV 
will be practical

 (d) b and c

Answers to MCQs

 1. (c) 2. (c) 3. (a) 4. (a) 5. (c) 6. (c) 7. (a) 8. (a)

 9. (d) 10. (d) 11. (a) 12. (a) 13. (b) 14. (c) 15. (d) 16. (d)

 17. (a) 18. (d) 19. (d)
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Practice Problems

1. A zener diode (8.2 V at 25 °C) has a positive tem-
perature coeffi cient of 1 %. What is the zener voltage 
at 60 °C? [8.23 V]

2. A silver strip of ribbon shape with 0.1 × 10–3 m 
thickness and 0.5 × 10–2 m width is used in the Hall 
effect experiment. If 0.8 T magnetic fi eld is applied 
perpendicular to this silver strip and the 2 A current is 
passing through it, calculate the Hall voltage. Given: 
density of silver = 10.5 g/cm3. [0.3 × 10–7 V]

3. Determine the concentration of holes in silicon 
single crystals having donor concentration of 1.4 × 
1024 /m3, when the intrinsic carrier concentration is 
1.4 × 1018 /m3. Find the ratio of the electron to hole 
concentration. [1.4 × 1012 /m3, 1 × 1012]

4. Calculate the open-circuit voltage and the output 
power at a voltage of 0.5 V for a solar cell having a 
reverse saturation current of 1 nA at a temperature of 
300 K, given a photocurrent of 0.2 A with a cell area 
of 4 cm2. The thermal voltage at 300 K is 0.026 V.

[0.497 V, 0.21 W]

5. If output power of a solar cell is 0.123 W at a volt-
age of 0.4 V, calculate the reverse saturation current 
of the cell. If the photocurrent is 0.2 A, calculate the 
open-circuit voltage. [1.5 nA, 0.49 V]

6. For a given solar cell, the open-circuit voltage 
is 0.47 V, the photocurrent is 0.4 A and the reverse 
 saturation current is 5 nA. Calculate the thermal 
 voltage and hence the temperature at which the solar 
cell is working. [0.0258 V, 300 K]

7. Injection current of a solar cell is 0.5 nA and short-
circuit current is 0.1 A. If fi ll factor (FF) is taken to 
be unity with unit cross-sectional area and input 
solar power per one cm2 is 0.135 W, calculate its effi -
ciency. [36.74%]

8. A solar cell has a saturation current of 2 nA and 
a short-circuit current of 0.32 mA. Find the open-
circuit voltage. [0.31 V]

9. A typical solar cell has an effi ciency of 8%, maxi-
mum output power of 0.034 W, open-circuit voltage 
of 0.38 V, and saturation current of 5 nA. Calculate 
the photocurrent, and incident power if the thermal 
voltage is 0.026 V. [11.12 mA, 0.425 W]

Short-answer Questions

1. Estimate the spacing between different energy lev-
els in an energy band.

2. State applications of Hall effect.

3. Defi ne the following terms:

(i) Valence band (ii) Conduction band, (iii) Forbid-
den energy gap

4. Explain the breakdown mechanisms in a Zener 
diode.

5. Briefl y discuss the use of LEDs as display devices 
in instrumentation.

6. What is reverse saturation current in a diode?

7. Explain Hall effect and state its importance.

8. Explain Hall effect and state its applications.

9. What is Hall effect? How does this effect show 
whether holes or electrons predominate in a semi-
conductor?

10. What causes majority carriers to fl ow at the 
moment when p-region and n-region are brought 
together? Why does this fl ow not continue until all 
the carriers have recombined?

11. Can the voltage be measured across the depletion 
layer?

12. Why is reverse saturation current independent of 
reverse bias?



4.52
 Engineering Physics

13. What is reverse breakdown in a semiconductor 
p-n junction diode?

14. What is meant by photoconductivity?

15. What is meant by photovoltaic emf?

16. What is the difference between a solar cell and a 
photodiode?

17. State the principle of working of a solar cell.

18. What happens to a solar cell working if the energy 
of a photon is less than the energy band gap?

19. State a few industrial uses of a solar cell.

20. What are the advantages of a solar cell?

21. State the few disadvantages of a solar cell.

22. Why is a solar cell a non-conventional energy 
source?

23. What types of solar cells are available in the 
market?

24. What is the effi ciency of a solar cell for different 
types?

25. Defi ne fi ll factor of a solar cell.

26. What do you mean by short-circuit current and 
open-circuit voltage?

27. Draw the I-V characteristics curve and briefl y 
explain how the power can be extracted from the 
solar cell.

28. Briefl y explain the mechanism of operation of a 
solar cell.

29. What are the materials used in fabrication of a 
solar cell?

30. What are the main sources of energy for a solar 
cell? What is intensity and wavelength range of a 
solar cell?

31. What is the advantage of a hetero-junction solar 
cell?

32. Draw a neat sketch of a structure of a solar cell.

33. Why is antirefl ection coating used in the fabrica-
tion of a solar cell?

34. What is the main difference in the structure 
between P-N junction diode and a solar cell? How 
are solar cells made different from it?

35. What is an output voltage of a typical solar cell 
you know?

36. What is the level of doping in a solar cell? What 
is the purpose to keep it like that?

:

Long-answer Questions

1. Explain in brief the formation of energy bands in 
solids on the basis of band theory of solids.

2. Draw the energy-band diagrams of metal, semi-
conductor and insulator and discuss it briefl y. 

3. Write a note on ‘Classifi cation of solids on the 
basis of band theory’.

4. What are the intrinsic and extrinsic semiconduc-
tors? State their types and explain how are they 
obtained?

5. Defi ne Hall coeffi cient. Derive the expression for 
it.

6. Explain Hall effect. Derive an expression for the 
Hall voltage. How can mobility of charge measured 
using Hall effect experiment?

7. Explain in brief the working of pn junction of a 
semiconductor diode in forward biased and reverse 
biased condition. State the conclusion that can be 
drawn from this.

8. Draw the energy-band diagram of pn junction 
diode for the case of (i) forward biased, and (ii) 
reverse biased conditions.

9. Describe the principle, construction working and 
characteristics of a solar cell.

10. Discuss briefl y the I-V characteristics of solar 
cell. State the merit and demerit of solar cell.

11. Explain in brief the operation of a Zener diode in 
the forward and reverse biased condition
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12. Draw and explain the V-I characteristics of a 
Zener diode.

13. What is LED? Discuss its principle of working, 
construction, circuit symbol, merits and demerits and 
its various applications

14. What do you mean by a photodiode? Explain in 
brief the biasing arrangement and construction. Dis-
cuss its application.

15. Write a note on (i) solar cells (ii) LEDS (iii) pho-
todiode.

16. What is varacter diode? Discuss its biasing con-
dition and its V-Ct characteristic curve.

17. For a uniformly doped PN-junction solar cell, 
draw the energy band diagram and explain the work-
ing principle. Explain the various characterising 
terms involved in solar cell study.

18. State the expression depicting I-V characteristic 
of a solar cell and obtain the expression for open-
circuit voltage and maximum power output and 
hence obtain an expression for effi ciency of a P-N 
junction solar cell.

19. Describe the equivalent circuit of a solar cell. 
Explain the working of a solar cell.

20. Defi ne fi ll factor and effi ciency of a solar cell and 
explain the factors that affect them.

21. Explain the photovoltaic effect in detail giving 
suitable diagram.

22. Explain in detail the construction and theory of 
working of a solar cell and explain series and parallel 
operation.

:

Questions from Previous Exams

 (i) Give two examples of pentavalent impurities. (GTU- Jan’ 2009)

  Phosphorus (P), Arsenic (As) 

 (ii) The Hall coeffi cient (RH) of a semiconductor is 3.22 × 10–4 m3C–1. Its resitivity is 9 × 10–3 ohm-m. 

Calculate the mobility and carrier concentration of the carrier. (GTU- Jan’ 2009)

   RH = 3.22 × 10–4 m3C–1.

   r = 9 × 10–3 ohm-m

   m =?

   n =?

   RH = 1/ne

   n = 1/ RH e = 1/(3.22 × 10–4 )(1.6 × 10–19) = 1.94099 × 1022/m

   m = s RH

   m = RH/r = 3.22 × 10–4 m3C–1/9 × 10–3 ohm-m = 0.35777m2V–1s–1

 (iii) Explain how the materials are classifi ed into conductors, semiconductors and insulators with 

the help of energy-band diagram.  (GTU- Jan’ 2009)

  (Refer Section 4.2)

 (iv) Explain the term Hall Effect. Derive the relation between Hall voltage and Hall coeffi cient.

(GTU- Jan’ 2009)

  (Refer Section 4.7)

 (v) Short notes (1) LED (2) Solar Cell (GTU- Jan’ 2009)

  (Refer Section 4.3.4, 4.4)
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 (vi) What are intrinsic semiconductors? (GTU- Jan’ 2010)

  It is pure form without any impurities (GTU- Jan’ 2010)

 (vii) What are the extrinsic semiconductors? Explain the term Hall Effect.  (GTU- Jan’ 2010)

  (Refer Section)

 (vii) Explain LED (principle and application) (GTU- Jan’ 2010)

  (Refer Section 4.3.4)

 (viii) The Hall coeffi cient (RH) of a semiconductor is 3.22 × 10–4 m3C–1. Its resitivity is 9 × 10–3 ohm-m. 

Calculate the mobility and carrier concentration of the carrier. (Given e = 1.6 × 10–19C)

(GTU- Jan’ 2010)

   RH = 3.22 × 10–4 m3C–1.

   r = 9 × 10–3 ohm-m

   m = ?

   n = ?

   RH = 1/ne

   n = 1/ RH e = 1/(3.22 × 10–4 )(1.6 × 10–19) = 1.94099 × 1022/m

   m = s  RH

   m = RH/r = 3.22 × 10–4 m3C–1/9 × 10–3 ohm-m = 0.35777m2V–1s–1

 (ix) Write a short note on (i) LED and (ii) photodiode. (GTU- June’ 2010)

  (Refer Section 4.3.4, 4.5)

 (x)  Explain the Hall Effect and derive an expression of Hall coeffi cient. (GTU- June’ 2010)

  (Refer Section 4.7)
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Laser

Can we produce a light brighter than sunlight? Is it possible to 

send light through a very large distance without spreading? Do we 

have any source of light having complete coherence and perfectly 

monochromatic? All these characteristics you will fi nd in LASER.

INTRODUCTION TO LASER

Lasers are devices that amplify light, just as transistors 
amplify electronic signals at audio, radio or microwave 
frequencies. Lasers have covered radiation at wavelengths 

ranging from the infrared range to ultraviolet and even the soft X-ray 
range.
 In this chapter, we shall discuss the laser principles and devices in 
detail. A laser device consists of (1) laser medium like atoms, mole-
cules, ions or semiconductor crystals; (2) pumping processes to excite 
these atoms, ions or molecules into higher quantum-mechanical 
energy levels; and (3) suitable optical feedback elements that allow 
the beam of radiation to either pass once through the laser medium or 
bounce back and forth repeatedly through the laser medium.
 LASER is the acronym of Light Amplifi cation by Stimulated 
Emission of Radiation. It is a light of special properties. Now we 
know that light is composed of ‘particles’ whose motion probability 
is determined by its wavelike behavior. The stimulated emission has 
the same frequency and phase as the incident radiation. So laser light 
would be very different from normal light. It is coherent. Two sources 
are coherent when they vibrate in the same phase or there is a constant 
phase difference. Coherent light sources have numerous applications. 
The light beams from lasers with coherence lengths of up to 1014 
cycles will make many experiments and practical applications pos-

5.1
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sible otherwise which would not be possible with the previously available light sources of coherence lengths 
extending almost up to 107 cycles.
 Many scientists tried to fi nd methods for amplifi ed stimulated emission, but it was realised in 1960, about 
half a century after Einstein’s prediction.
 The fi rst laser was invented by TH Maiman in May, 1960. It was a solid ruby laser. After the solid ruby 
laser, many kinds of lasers were invented—fi rst, the uranium laser by IBM labs (in Nov., 1960), He–Ne Laser 
by Bell Laboratories in 1961, the semiconductor laser by Robert Hall at General Electric Labs in 1962, the 
Nd: YAG laser and CO2 laser in 1964, the argon-ion laser in 1964, the chemical laser in 1965, and the metal 
vapour laser in 1966.
 Einstein in 1917 predicted the phenomenon of stimulated emission—the basic principle involved in the 
lasing action. When an atom is in the excited state, it can make a transition to a lower energy state by emitting 
a photon. The emission process takes place in two different ways.
 (i) Usually, the atom in the excited state cannot remain in the excited state for more than 10– 8 second. 

After this interval, it emits radiation by jumping to a lower state even in the absence of any incident 
radiation. This occurs spontaneously. The rate of spontaneous emissions depends upon the number of 
atoms in the excited state.

 (ii) In the second process, a photon of frequency n is incident on the atom in the excited state. This 
incident photon triggers the atom in the excited state to emit radiation. This is known as stimulated 
emission of radiation. The rate of stimulated or induced emission depends both on the intensity of 
the external fi elds and on the number of atoms in the excited state.

 The stimulated emission phenomenon was fi rst used by Ch. Townes in 1954 in the construction of MASER, 
the microwave amplifi er. The MASER application was later extended to optical frequencies, which led to 
the development of the laser.

SPONTANEOUS AND STIMULATED EMISSION

We need to begin with the idea of atomic energy levels. We shall consider an idealised atom with 
two electron energy levels and one electron. The electron may be in either of the two energy 
levels.

 If the electron is in the higher level 2, it may fall down into the lower level 1. In its doing this, it must give 
up an amount of energy equal to the energy difference between the two levels. This is the law of conservation 
of energy being applied. This energy is given up in the form of light.

Level 2

Level 1

Energy

Either this... ...or this

Electron

Fig. 5.1 Idealised atom with two electron energy levels and one electron

5.2
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 Light is also quantised and represented as groups of photons. Each photon carries one quantum of light 
energy. The amount of energy in a quantum depends upon the wavelength (colour) of the light.

  E =   hc
 ___ 

l
   = hv (5.1)

where E is the energy of photon, l is the wavelength, n is the frequency of light (photon), c is the velocity of 
light in vacuum, and h is the Planck’s constant.
 From Eq. (5.1), we infer that red light at 670 nm has a low energy and short wavelength such as blue light 
at 470 nm has a high energy per photon. Here, the wavelength of light is linked to the energy of a photon in a 
defi ned way. Thus, an electron in the idealised atom has given out a photon of defi ned energy, emitting light 
of a defi ned wavelength or ‘colour’.
 Some street lights contain sodium atoms which take electrical energy to move their electrons into higher 
levels and then fall back down to the lower level, giving light at 589 nm, the characteristic yellow colour of 
street lights. This process is known as spontaneous emission. The atom emits light spontaneously without 
external infl uences.
 Other effects may occur if the atom is not isolated. Photons of the energy equal to the energy difference 
between upper and lower level may be utilised to move an electron from the lower level to the upper one. 
This process is known as Absorption, because the photon is absorbed in the process. If an atom with its 
electron in the upper level is exposed by a photon of the correct energy then it may cause the electron to fall 
to the lower level. This is known as stimulated emission which is very different from spontaneous emission. 
In the spontaneous process, the photon may travel in random direction and be emitted at any time. However, 
stimulated emission causes the emitted photon to travel in the identical direction to the passing photon and at 
the same time. The entire process is depicted in Fig. 5.2. Now we fi nally get to lasers.

Photon

Energy
In

Leve1 1

Absorbtion Spontaneous

emission

Stimulated

emission

Leve1 2 Leve1 2

Photon Photon 2 Photons

Electron 

Out

Out In

Leve1 1

Fig. 5.2 Absorption, spontaneous and stimulated emission

 Now let us consider a group of N atoms so that the three processes outlined above, all happen. Out of 
these, N1 atoms have their electrons in the lower level and N2 atoms have their electrons in the upper level. 
Let us look at the rate at which each process occurs.
Spontaneous Emission Out of N2 atoms having electrons in the upper level, a certain proportion ‘a’ of the 
upper level electrons will emit in a given time. So, rate of spontaneous emission,

    
dN2 ____ 
dt

   μ N2 = aN2

Absorption Out of N1 atoms present in the lower level, a certain proportion ‘b’ of the lower level electron 
interacts with n number of incident photons in a given time.
  Rate of absorption = b N1 n
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Stimulated Emission Similarly, the rate of stimulated emission is given by the same form of equation with 
only consideration that the N2 atoms are in the upper level and the electrons of these atoms will interact with 
n photons.
  Rate of stimulated emission = b N2 n
 The condition for the lasing action is that the last of these expressions is the largest, i.e., rate of stimu-
lated emission should be greater than spontaneous emission. To increase the rate we should increase b, 
N2 and n. Now ‘a’ and ‘b’ are constants depending on the particular atom used and are thus fi xed once the 
material is fi xed. So to make the rate of stimulated emission greater than the rate of spontaneous emission, 
we require n to be large, i.e., we need many photons in the laser. Also, for stimulated emission to be greater 
than  absorption, we require N2 to be greater than N1, i.e., more number of atoms should have their electrons 
in the upper level than in the lower level, i.e., the population of the excited atoms should be more than that 
of the lower level. This is known as population inversion as it is normal for electrons to be in their lowest 
energy level. This can be seen from the fact that in the absence of any external infl uences, i.e., no photons, n 
= 0, the rate of stimulated emission will be zero and only spontaneous emission is possible, which will allow 
any electron that began in the upper level to fall to the lower level, but not vice-versa.
 The main diffi culty in producing a laser is creating this necessary population inversion in the populations 
of the two levels. It must be noted here that we are considering many atoms, each with a single electron, 
which may be in one of the two levels. We do not have many electrons in one atom since it would restrict 
their movements between levels by the rules governing how many electrons may occupy a single level of a 
particular atom.
 Now assuming that we have a population inversion, N2 > N1, we can get the SE part of LASER. Now how 
do we amplify light using this? Consider a single photon entering a region with the atoms inside. This photon 
will pass by an atom with its electron in the upper level and cause it to emit a second photon traveling in the 
same direction by the process of stimulated emission. There are now two photons, each of which can cause 
stimulated emission in two more atoms to give four photons, and so on.

Laser output

OCM1

Pop. inv.

Fig. 5.3 Process of population inversion

 Thus, we have amplifi cation, which is also known as gain. The region containing the atoms is known as 
the gain medium. The fi nal stage in a laser is to get this fi rst photon to amplify. This is done by placing the 
gain medium between two mirrors. This forms what is known as a laser cavity.
 A schematic diagram of a typical laser cavity is shown in Fig. 5.4. Mirrors M1 and M2 have intensity 
refl ectivity very high, for mirror M1 with almost ~ 99.5% or higher and M2 which is also called Output Cou-
pler (OC) with intensity refl ectivity typically 98%-90%.
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R2 ~ 98       95%R1 ~ 99.5%

Laser output
M2 or OC

Gain medium

M1

 

Fig. 5.4 Typical laser cavity with mirrors on two sides

 To understand the process of light amplifi cation, consider initially no light in the cavity. Therefore, spon-
taneous emission is the only possible process for the atoms to undergo transition and this duly occurs. As 
stated earlier, the spontaneously emitted photons may travel in any direction out of the gain medium, and 
most of them are lost from the cavity. However, out of the millions of photons emitted by the millions of 
atoms in any real medium, there is bound to be at least one photon which travels directly to one of the mirrors 
and is refl ected back to the gain medium. This will act now as our fi rst photon. As this photon passes through 
the gain medium, it produces stimulated emission of photons as described above and by the end of the gain 
medium there are, say, ten photons. In this process, the important part is that all these photons are traveling in 
the same direction as the fi rst photon, and will be refl ected back to the gain region by the other mirror. These 
ten photons now each produce stimulated emission of photons, and when they get out of the medium to the 
fi rst mirror again, there are 100 which are refl ected back to the gain medium again and are amplifi ed to 1000, 
and so on. This process of multiplication of photons builds up in an avalanche-like manner, which is shown 
in Fig. 5.5. In this process, very high-amplitude electromagnetic waves are generated.

10 Photons

All come back

Mirror
2

Gain medium

Amplified

First Photon

Mirror

1
Comes back

100 Photons

Amplified

Wasted spontaneous emission

Fig. 5.5 Complete process of ideal light amplifi cation

 Thus, very rapidly we get a large amount of photons traveling back and forth in the cavity. In this idealised 
case no photons are lost from the steadily amplifi ed beam so the photon number just goes on increasing. In 
any real laser cavity, some photons are always lost for many various reasons. One of these is quite deliber-
ate. One of the mirrors is made to refl ect only part of the light, and to allow the rest through. This is then the 
output beam of the laser and the ‘leaky’ mirror is referred to as the Output Coupler (OC). A steady state will 
be reached where the gain exactly replaces the photons lost from the cavity by the output coupler. There will 
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be then a constant number of photons in the cavity at any given time. For example, for a laser with a gain of 
1.12 (a realistic gain than 10 used earlier as the illustration) and an output coupler which refl ects just 80% of 
the light we have the following fi gure.

100 Photons

89 PhotonsMirror

2

100 Photons

80 Come back

Gain medium

89 × 1.12 gain

80 × 1.12 gain

All come back

20 Out

Mirror

1
(Reflects 80%)

Again...

Fig. 5.6 Real process of light amplifi cation through stimulated emission of radiation at equilibrium

 Thus, the output beam has photons which are traveling in a fi xed direction with a fi xed wavelength (colour) 
defi ned by the energy levels of the electrons in the atoms of the gain medium.
 Since the waves are traveling in the same direction, same phase and energy, constructive interference takes 
place and a coherent beam of light is produced. All the individual waves are now combined in phase that 
gives the resultant light as a single wave. The amplitude of the resultant wave is proportional to the square of 
the number of contributing atoms, i.e., N 2. The intensity (I  N 2) of the resultant beam is much higher than 
the incoherent beam because the number of contributing atoms is very large. Therefore, the intensity of light 
produced due to stimulated emission is much higher than the light produced due to spontaneous emission. 
The stimulated emission is the main process of the laser.

5.2.1 Relation Between Spontaneous and Stimulated Emission Probabilities
 (Einstein’s Coeffi cients)

We know that an atom in an excited state emits radiation in two different ways: (i) spontaneous emissions, 
and (ii) stimulated or induced emissions. Stimulated emissions are produced by external effects but spon-
taneous emissions are not produced because of external effects. Stimulated emission arises because of the 
presence of external electromagnetic radiation of suitable frequency. The frequency of the emitted radiation 
is equal to that of the incident radiation in stimulated emission.
 We shall now establish the relation between spontaneous and stimulated emission probabilities:
 Let us consider an assembly of atoms in the cavity in thermal equilibrium at a temperature T containing 
radiation of frequency n and energy density (i.e., energy per unit volume of the cavity) u (n). Let Nl and Nh 
be the number of atoms in the lower energy state l and higher energy state h respectively at any instant. The 
probability that the numbers of atoms in the state l absorb a photon and rise to the state h per unit time is
  Nl Pl Æ h = Nl Bl Æ h u(v) (5.2)
 This is because the probability of transition from the lower state l to the higher state h, i.e., Pl Æ h is directly 
proportional to the energy density u (n). Here, Bl Æ h is called the Einstein’s coeffi cient of absorption.
 The probability of emission is a sum of two parts, one which is independent of the radiation density 
(spontaneous emission of radiation) and the other proportional to it (stimulated emission of radiation). The 
probability that the number of atoms in the state h that drop to l, either spontaneously or under stimulation, 
emitting a photon per unit time is
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  Nh Ph Æ l = Nh [Ah Æ l + Bh Æ l u(v)] (5.3)
where,
  Ah Æ l = Einstein’s coeffi cient of spontaneous emission
  Bh Æ l = Einstein’s coeffi cient of stimulated (induced) emission
 In thermal equilibrium, emission and absorption must balance. Thus,
  Nl Bh Æ l u(v) = Nh [Ah Æ l + Bh Æ l u(v]
or,  u(v) [Nl Bl Æ h – Nh Bn Æ l u(v] = Nh Ah Æ l 
  u(v) = Nh Ah Æ l/[Nl Bl Æ h – Nh Bn Æ l]

\  u(v) =   
Ah Æ l/Bh Æ l

  _____________________  
[(Nl/Nh)(Bl Æ h/Bh Æ l) – 1]

   (5.4)

 Einstein proved thermodynamically that the probability of stimulated absorption must be equal to the 
probability of stimulated emission,
i.e.,
  Bl Æ h = Bh Æ l (5.5)

  u(v) =   
Ah Æ l/Bh Æ l

 ___________ 
[(Nl/Nh) – 1]

   (5.6)

 Now the equilibrium distribution of atoms among different energy states is given by Boltzmann’s law 
which is applied to the system of gas molecules. This law is applied to a system of particles which are iden-
tical, distinguishable and having any spin. This is also applicable to solid crystalline materials because the 
positions of atoms are distinguishable. Now consider an assembly of atoms at an absolute temperature T in 
which the atoms are in different energy states. Let N0 be the number of atoms per unit volume in ground 
state. Then the number of atoms N per unit volume in an excited state of energy E is given by the Boltzmann 
distributions law:
  N = N0 e

(–E/kT) (5.7)
where k = Boltzmann constant.
 If Nh and Nl be the number of atoms per unit volume in the states of energies Eh and El then

    
Nl

 ___ 
Nh

   =  e (Eh/El)/kT  = ehv/kT (5.8)

 Consequently,

  u(v) =   
Ah Æ l/Bh Æ l

 _________ 
[ehv/kT – 1]

   (5.9)

 This is the formula for energy density of photons of frequency n in equilibrium with atoms in energy states 
l and h at a temperature T.
 According to Planck’s radiation formula,

  u(v) =   8p hv3
 ______ 

c3
     1 _________ 

[ehv/kT – 1]
   (5.10)

 Comparing Eqs (7) and (8), we have

    
Ah Æ l

 _____ 
Bh Æ l

   =   8p hv3
 ______ 

c3
   (5.11)
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 This is the required relation in the form of a ratio between the spontaneous emission and stimulated emis-
sion coeffi cients. The ratio is proportional to n 3. This shows that the probability of spontaneous emission 
rapidly increases with the difference in energy between the two states.
 Here, it has been noted that if we had not assumed the presence of stimulated emission, we cannot derive 
the expression for u (n), the energy density, which is similar to Planck’s law. The stimulated emission was 
predicted by Einstein and was confi rmed by quantum theory.

POPULATION INVERSION

Normally, it is a natural phenomenon that the number of atoms in the excited state is less than the 
number of atoms in the lower energy state, i.e., N2, the population of higher energy level is less 
than the population N1 of the lower energy level (N2 < N1). Now to make N2 > N1, i.e., the number 

of atoms N2 more in the higher energy level than the number of atoms, N1 in the lower energy level is known 
as population inversion or inverted population. This is also called the negative value of T. Here, the nega-
tive value of T is not a physical quantity but it is a convenient mathematical expression signifying the non-
equilibrium state of the system. When the system has a number of states, then out of many states one of them 
may have a negative temperature with respect to the other state or states. So a system in which population 
inversion is achieved is called an active system. The method of raising the atoms from lower energy states to 
higher energy states is called pumping.
 We know the processes of absorption, spontaneous emission and stimulated emission. The spontaneous 
emission process is independent of external factors and is not suitable to make population inversion. Einstein 
showed that the two processes (absorption and stimulated emission) are equally probable under normal cir-
cumstances. They can be acted upon from outside. Among the two processes, the relative number of atoms 
in the two states will decide which process predominates over the other. If N1 > N2, absorption predominates 
over emission. On the other hand, if N2 > N1, the stimulated emission dominates over the absorption. Accord-
ing to the Boltzmann distribution law

  N2 = N1 exp  [ –   
(E2 – E1) ________ 

kT
   ]  (5.12)

 For a positive value of the temperature T, if energies E2 > E1 then the number of atoms in the two states 
will be N2 < N1. This implies that the population of atoms in the lower energy state is more than in the higher 
energy state. Therefore, the photons incident on the atoms are very likely to be absorbed rather than to pro-
duce stimulated emission. Thus, the absorption process is predominant. To achieve the population inversion 
condition, i.e., stimulated emission to dominate over the absorption process, it is necessary to increase the 
population of the higher energy state. The situation is known as population inversion. The process of creating 
a population inversion is called pumping.

PUMPING AND ACTIVE SYSTEM

To attain population inversion, the atoms in the material must be continuously excited from lower 
energy levels to higher energy levels. To keep population in the higher energy levels, energy has 
to be supplied to the medium. This process is known as pumping. By heating the material, the 

state of population inversion cannot be achieved. To achieve this condition, one may think about heating the 
material. But by heating the material, the average energy of atoms is increased without the required situation, 
i.e., N2 > N1. Therefore, to achieve this condition, different methods are used.

5.3

5.4
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5.4.1 Optical Pumping

In the method of optical pumping, optical energy in the form of photons is used to excite the atoms in the 
medium. For supplying optical energy, a discharge tube is employed to excite atoms from the ground state 
to a higher or excited state. The excited atom from the uppermost level spontaneously falls to the metastable 
state to create a state of population inversion with respect to the ground state. In doing so, some of the photons 
are released with a frequency and, hence, energy equal to the difference between higher state and metastable 
state. Obviously, the frequency of pumping photons must be higher than that of emitted photons, so that the 
atoms can be sent from the lower level to the upper level. This reduces the effi ciency of the laser.
 The pumping level should accommodate a range of energies, so it should be wide enough. If it has limited 
energy then it can be employed for only a specifi c frequency which limits the alternative of the source and 
a large amount of energy would be wasted. Hence, light sources emitting a range of wavelength are used to 
excite the atoms. Optical pumping is suitable for any medium which is transparent to light.

5.4.2 Electrical Pumping

Electrical pumping is used for some mediums which can conduct electricity without affecting laser activity. 
This method is suitable for gases. In a gaseous medium, the gas is ionised by a pulse of high electric voltage. 
The current fl owing through the gas provides necessary energy to excite the atoms to the uppermost level. 
From this level, the atoms jump to the metastable state, creating a state of population inversion with respect 
to the ground or lower state.
 Electrical pumping is also employed in case of a semiconductor laser medium. In this medium, instead of 
atoms, the charge carriers (electrons and holes) are excited and a state of population inversion is achieved in 
the junction region. In the junction area, electrons combining with holes develop laser. Therefore, in a semi-
conductor laser, electrical energy is directly converted to light energy.
 In fact, energy (electrical, optical, chemical, whatever) would be pumped in to sustain the inversion, and 
a beam of light would be extracted. Such a device for light amplifi cation by stimulated emission of radiation 

is called a laser. Figure 5.7 and 5.8 shows the principle of the LASER.

METASTABLE STATE

The atoms are energised to a higher energy level by absorbing energy from external sources like 
optical, electrical, etc. They remain in an excited state for a very short period of 10 - 8 second; 
after that, they spontaneously release their excess energy. For stimulated emission to occur, the 

atoms should remain excited long enough, typically for 10- 4 second, as atoms are continuously lifted up to 
the excited state by pumping and a number of them rapidly undergo spontaneous transition to the lower level. 
Therefore, the state of Population Inversion (PI) is diffi cult to be achieved. To achieve that state (PI), the 
excited atoms should remain in the uppermost level till the condition N2 > N1 gets satisfi ed. So a metastable 
state is such a long-lived upper energy level from where the excited atoms do not return to the lower level 
instantly. In the metastable state, the excited atoms remain for an appreciable time for 10-6 s to 10-3 s, which 
is a very long time for an atom in the excited state to create a state of population inversion. The population of 
atoms in the metastable state is greater than that in the lower state, which leads to population inversion.

5.5
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Fig. 5.7 Figure depicting population inversion: fi ve atoms in a group where one is in a ground state and remaining
   four are in an excited state. One atom (on the left) spontaneously returns to the groud state by emitting a
   photon, which causes a nearby atom to be stimulated into emitting an inphase photon og iys own.

MAIN COMPONENTS OF LASER

There are three main components of a laser system: (1) active medium, (2) optical pumping sys-
tem, and (3) optical resonator. Let us understand the function of each one in producing required 
laser light.

5.6.1 Active Medium

An active medium is defi ned as a medium which, when excited, attains the state of population inversion and 
causes light amplifi cation. This implies that the whole process is performed in this medium and light ampli-
fi cation is achieved in this region. The active medium may be of any type—solid, liquid, or gas. In the active 
medium, only some atoms residing in a particular energy state are responsible for stimulated emission and 
light amplifi cation. These atoms are called active centres and the remaining atoms support the active centres. 
The medium containing the active centres is called the active medium.

5.6



Laser 
5.11

5.6.2 Optical Pumping System

Two basic mechanisms can produce population inversion in a laser, either by creating an excess of atoms or 
molecules in a higher energy state, or by reducing the population of a lower energy state.
 To produce a population inversion in a laser medium, energy should be added to the system in order to 
excite the atoms or molecules into higher energy levels. If we add thermal energy to the medium, it is not 
suffi cient (under thermodynamic equilibrium) to produce a population inversion, because heat only increases 
the average energy of the population, but does not increase the number of atoms or molecules in the excited 
state relative to that in the lower state. The ratio of the number of atoms at two energy levels (1 and 2) under 
thermodynamic equilibrium is given by Eq. (5.12) and can be written in the following way:
  N2 / N1 = exp[– (E2 – E1) / k T]

Pumping energy

Mirror

(a)

(b)

(c)

Active

medium

Partial

mirror

Fig. 5.8 A schematic presentation of the laser. (a) Pumping of an active medium, initiation of the population
   inversion. (b) The refl ected photons transverse the cavity, stimulating other atoms to emit photons and the
   beam builds up. (c) Almost all the medium contributes to the stimulating emission and laser action
   takes place.
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where N1 and N2 are the number of atoms in level 1 and level 2, with the energies E1 and E2 respectively, 
k is the Boltzmann constant, and T is the temperature in Kelvin. From the equation, at thermodynamic 
equilibrium, N2 can be greater than N1 only if the temperature is a negative number, referred to a population 
inversion as a negative temperature.
 To acquire the required population inversion for laser activity, atoms or molecules must be selectively 
excited to specifi c energy levels. To attain the condition for population inversion, the atoms have to be raised 
to an excited state continuously. This requires energy to be supplied to the system. In optical pumping, a light-
source discharge tube is used. In the electric discharge pumping method, ionisation in the medium occurs due 
to an electric fi eld and the atom goes to the excited state. This method is used in gas lasers.

 As the atoms have a large number of energy levels, two, three 
or four energy levels are eligible for the pumping process. The 
transition between two levels due to which stimulated emission 
occurs is called  lasing transition. The uppermost level is called 
the pumping level. The two-level pumping schemes cannot lead 
to laser action. For population inversion, the population in the 
uppermost level must be greater than that of in the lower state. It 
is possible only when the upper level will populate faster than its 

depopulation. For this, the lifetime of spontaneous emission should be longer, i.e., the lifetime at upper level 
E2 should be longer. The light source must be highly monochromatic. However, practically, more number of 
atoms cannot be excited to the upper level. The pumping excites the atoms from the ground state and induces 
the atoms for transition from upper to lower level. Hence, population and depopulation processes take place 
simultaneously. Therefore, in two-level schemes, the state of population inversion cannot be reached. The two 
level-pumping scheme is shown in Fig. 5.9.
 The widely used pumping schemes are (a) three-level pumping scheme, and (b) four-level pumping 
scheme.
 For most lasers, light and electricity are the excitation mechanisms of choice. Either light or electrons can 
furnish the energy necessary to excite atoms or molecules to selected higher energy levels, and the transfer 
of energy is not required to directly elevate electrons to a specifi c upper level of the laser transition. Some 
methods can be rather complex, but these often produce better-performing lasers. One often utilised approach 
excites an atom or molecule to a higher energy level than required, there after it drops to the upper laser level. 
Indirect excitation can be applied to excite atoms in a surrounding gas mixture, which then transfer their 
energy to the atoms or molecules responsible for producing the laser action.
 As previously discussed, the amount of time spent by an atom or molecule in an excited state is critical 
in determining whether it will be stimulated to produce emission and participate in a cascade of photons, or 
lose its energy through spontaneous emission. Excited states commonly have lifetimes of only a few hundred 
nanoseconds before they release their energy by spontaneous emission, a period that is too short to likely 
undergo stimulation by another photon. A critical requirement for laser action to successfully take place is to 
have a longer-lived state that is suitable for the upper energy level. Such states do exist for certain materials, 
and are referred to as metastable states (see Fig. 5.10). The average lifetime before spontaneous emission 
occurs for a metastable state is of the order of a microsecond to a millisecond, quite a lengthy and suffi cient 
period of time on the atomic timescale. With this much long lifetimes, excited atoms and molecules can 
develop signifi cant amounts of stimulated emission. Laser action is only possible if the population builds up 
faster than it decays in the upper energy level, maintaining a population larger than that of the lower level. 
For laser applications, the atoms and molecules having longer spontaneous emission lifetimes are more suit-
able.

E1

E2

Ground level

Excited level

No laser output

Nonradiative transition  

Fig. 5.9 Two-level pumping scheme
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Fig. 5.10 Three and four-level pumping scheme for laser production

 The simplest functional energy-level structure for laser operation is a three-level system, which is illus-
trated in Fig. 5.10(a). In this system, the ground state is the lower energy level E1, and a population inversion 
is created between this level and a higher-energy metastable state with the energy E2. Most of the atoms or 
molecules are initially excited to a short-lived high-energy state E3 that is higher than the metastable level E2 
(ground level E1 > metastable level E2 > excited higher level E3). From this state, they quickly decay to the 
intermediate metastable level E2, which has a much longer lifetime (~order few ms to milliseconds) than the 
higher energy state. Because each atom’s residence time in the metastable state is relatively long, the popu-
lation tends to increase and leads to a population inversion between the metastable state E2 and the lower 
ground state E1 (which is continuously being depopulated to the highest level). Stimulated emission results 
from the fact that more atoms are available in the upper excited (metastable) state E2 than in the lower state 
E1 where absorption of light would most likely occur.
 Although the three-level laser system works for all practical purposes, as illustrated by the fi rst laser, a 
couple of problems restricts the effectiveness of this approach. The main problem occurs because the lower 
laser level is the ground level, which is the normal occupied state for most atoms or molecules. In order to 
produce the population inversion, a majority of ground-state electrons must be elevated to the highly excited 
energy level, which requires a signifi cant input of external energy. In addition, the population inversion is dif-
fi cult to maintain for an appreciable time, and therefore, three-level lasers must be operated in pulsed mode 
rather than continuously.
 Lasers utilising four or more energy levels to avoid some of the problems mentioned above, and there-
fore are more commonly used. Figure 5.10(b) illustrates a four-level scheme of operation. The energy level 
structure is similar to that in the three-level system (ground level E1 > lower laser level E2 > metastable level 
or upper laser level E3 > excited higher level E4), except that after the atoms drop from the highest level E4 
to the metastable upper state E3, in this case, they do not drop all the way to the ground state E1, in a single 
step. Because the population inversion is not created between the ground state E1 and the upper level E3 
(rather between E3 and E2), the number of atoms or molecules that must be elevated is drastically reduced in 
this model. If, for example, in a typical four-level laser system, if only 1% or 2% of the atoms or molecules 
reside in the lower laser level E2 (which is above the ground state) then exciting only 2% to 4% of the total to 
the higher level E3 will achieve the required population inversion. Another advantage of separating the lower 
laser level E2 from the ground level E1 is that the lower level atoms will naturally fall to the ground state. If 
the lower laser level has a lifetime that is much shorter than the upper level, atoms will decay to the ground 
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level at a rate suffi cient to avoid accumulation in the lower laser level. Many of the lasers designed under 
these restraints can be operated in a continuous mode to produce an uninterrupted beam.

5.6.3 Optical Resonator

An optical resonator plays a major role in the generation of the laser output, with high directionality to the 
laser beam and producing gain in the active medium to overcome the losses due to straying away of photons 
from the laser medium, diffraction losses due to defi nite sizes of the mirrors, radiation losses inside the active 
medium due to absorption and scattering, etc. In order to maintain laser action, one has to confi ne the laser 
medium and the pumping mechanism in a special way that should encourage stimulated emission rather than 
spontaneous emission. In practice, photons need to be confi ned in the system to allow the number of pho-
tons created by stimulated emission to exceed all other mechanisms. This is achieved by bounding the laser 
medium between two mirrors as shown in Fig. 5.11.

Fig. 5.11 Optical resonator

 On one end of the active medium is the high refl ectance mirror (100% refl ecting) or the rear mirror, and 
on the other end is the partially refl ecting mirror or the output coupler. The laser emanates from the output 
coupler, as it is partially transmissive. Stimulated photons can bounce back and forward along the cavity, cre-
ating more stimulated emission as they go. In the process, any photons which are either not of the correct 
frequency or do not travel along the optical axis are lost.

TYPES OF LASERS

There are many types of lasers available for research, medical, industrial, and commercial uses. 
Lasers are often described by the kind of lasing medium they use, e.g., solid state, gas, excimer, 
dye, or semiconductor.

 (1) Solid State lasers have lasing material distributed in a solid matrix, e.g., the ruby or neodymium–
YAG (yttrium aluminum garnet) lasers. The neodymium–YAG laser emits infrared light at 1.064 mm. 
(2) Gas lasers (helium and helium–neon, He–Ne, are the most common gas lasers) have a primary output of 
a visible red light. CO2 lasers emit energy in the far-infrared, 10.6 mm and are used for cutting hard materi-
als. (3) Excimer lasers (the name is derived from the terms excited and dimers) use reactive gases such as 
 chlorine and fl uorine mixed with inert gases such as argon, krypton, or xenon. When electrically stimulated, 
a pseudomolecule or dimer is produced and when lased, they produce light in the ultraviolet range. (4) Dye 
lasers use complex organic dyes like rhodamine 6 G in liquid solution or suspension as lasing media. They 
are tunable over a broad range of wavelengths. (5) Semiconductor lasers, sometimes called diode lasers, are 

5.7
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not solid-state lasers. These electronic devices are generally very small and use low power. They may be built 
into larger arrays, e.g., the writing source in some laser printers or compact disc players.

THE RUBY LASER

The fi rst laser was created in 1961 by Theodore Maiman (1927) at the Hughes Research Labo-
ratories. He used a rod of synthetic ruby as the lasing medium. The crystalline structure of ruby 
is similar to that of corundum, i.e., a crystal of aluminum oxide (Al2O3), in which a small part of 

atoms of aluminum (about 0.05 %) is replaced with ions of Cr +3. The energy levels of Cr 3+ that are important 
for the operation of a ruby laser are shown in Fig. 5.14. The ruby rod is illuminated by an intense impulse of 
light, which is generated by a helical xenon discharge lamp as shown in Fig. 5.13. The ends of the ruby rod 
are highly polished and silvered to serve as laser mirrors. The impulse of light creates the required population 
inversion of electrons in the ruby rod and due to the presence of mirrors, the laser generation is excited. The 
duration of the laser impulse is a little bit shorter than the pump impulse of the fl ash lamp.
 When the fl ash tube is switched on, there is an intense burst of light lasting for a few milliseconds. Absorp-
tion of this light energy excites many of the chromium ions to the bands of energy levels indicated by E3 and 
E39 in Fig. 5.14. During the relaxation of chromium ions, they give up the energy to the crystal in nonradia-
tive transitions as they drop down to a pair of metastable states labeled E2 in Fig. 5.14. These metastable states 
are about 1.79 eV above the ground state. The intense fl ash provides more number of photons of suffi cient 
energy and thereby more atoms make the transition to the states E2 via the process described as above than 
remain in the ground state. As a result, the populations of the ground state and the metastable states become 
inverted and lasing takes place if a cavity is provided. The cavity is formed by the silvered ends of the ruby 
crystals. One of the mirrors refl ects almost all photons of light having a wavelength of 694.3 nm and the other 
end is only partially refl ecting (99%) in order to leak the laser emission.
 We should stress that the ruby laser works in the pulsed mode due to the high pump energy. Today many 
four-level lasers have been developed. Since they need far less power to create and to sustain the population 
inversion, they can work in the continuous wave (cw) mode.

5.8

Fig. 5.12 Some commonly available laser systems
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Fig. 5.13 Ruby laser

Fig. 5.14 Energy levels of the ruby laser
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ND:YAG LASER

Neodymium doped Yttrium Aluminum Garnet (Nd:YAG) lasers were fi rst invented by J E Geusic, 
H M Markos and L G Van Uiteit in 1964 at Bell Labs. It was developed by the same technology as 
the Ruby Laser. The gain medium is the YAG crystal which is doped with around 1% neodymium 

by weight. When they were fi rst invented, the lasing medium for YAG lasers were stimulated optically by 
fl ash lamps. In the world today, YAG lasers have numerous applications in the medical and scientifi c fi eld for 
processes such as Lasik surgery and laser spectroscopy. 

5.9
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 Nd:YAG laser is one of the prominent solid state lasers. Solid state lasers use ions suspended in a crystal-
line matrix to produce laser light. The ions or dopants provide the electrons for excitation, while the crystal-
line matrix propagates the energy between ions. The two main classes of dopants in the laser medium are 
chromium (Cr3+) for ruby lasers and neodymium (Nd3+) for Nd:YAG and Nd:glass lasers. The Nd:YAG and 
Nd:glass lasers are in general very similar to each other in structure and lasing action. Excitation is achieved 
by any one of krypton or xenon fl ash lamps, and an output wavelength of 1.06 µm in the near infrared region 
of the spectrum is obtained. The Nd:glass laser uses a glass host material for the neodymium ions. The glass 
rods have the advantage that they can be grown to larger sizes more economically than the YAG crystals, but 
glass has a lower thermal conductivity which limits the pulsed operation of the Nd:glass laser. Therefore, 
Nd:glass lasers are used in applications which require low pulse repetition rates and high pulse energies (up 
to 100 joules per pulse). In general, the pulse operation of the neodymium lasers make them desirable for hole 
piercing and deep keyhole welding applications. 
 The host material in Nd:YAG lasers is a complex crystal of Yttrium-Aluminum-Garnet (YAG) with the 
chemical composition Y3Al5O12. Figure 5.15 shows the schematic of a Nd:YAG Laser. The YAG crystal has 
a relatively high thermal conductivity, which improves thermal dissipation in the laser cavity, so continuous 
wave operation up to a few hundred watts is possible. When operated in a pulsed mode, high pulsing rates 
can be achieved, and average powers of up to 1 kW are available. The actual lasant is the Nd+3 ions which 
have been doped into a YAG crystal. Pure Y3Al5O12 is a colorless, optically isotropic crystal that possesses a 
cubic structure characteristic of garnets. In Nd :YAG about 1% of Y3+ is substituted by Nd3+. The radii of the 
two rare earth ions differ by about 3%. Therefore, with the addition of large amounts of neodymium, strained 
crystals are obtained—indicating that either the solubility limit of neodymium is exceeded or that the lattice 
of YAG is seriously distorted by the inclusion of neodymium. When doped with approximately 1% Nd, the 
crystal takes on a light blue color. 
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Fig. 5.15 Schematic diagram of Nd:YAG Laser 

 As shown in Fig. 5.15 and 5.16, the arrangement of laser rod Nd:YAG, twin elliptical refl ector, excitation 
fl ashlamp or arc-lamp or laser diode for pumping purpose, high refl ective dielectric coating end mirror on the 
left and partial refl ector outcoupler on the right side is made such that on switching on the power, the fl ash-
lamp emits radiation and gets focused on the laser rod. The YAG crystal rods are typically 10 cm in length 
and 9 cm in diameter. The two ends are polished and silvered and constitute the optical resonator.
 Generally, a cooling system is required for operation of ND:YAG lasers. With an effi ciency of about 3%, 
a typical ND:YAG produces thirty times as much waste heat as laser output; this heat must be removed in 
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order to ensure proper laser operation. Flooding the optical compartment with water can remove waste heat; 
however, the water absorbs a signifi cant amount of the fl ashlamp energy, and the turbulence of the water can 
produce optical distortion and imaging problems. These problems can be overcome by fl owing water over the 
outside of the optical cavity and by encasing the lasing rod and fl ashlamp with transparent cooling jackets. 
Furthermore, the fl ashlamp electrode assemblies should be cooled to prevent thermal loading, and deionized 
water should be used to prevent any electrical conduction through the water. 
 The output characteristics of a Nd:YAG laser can be altered by varying the pumping discharge waveform. 
For a high-pulse energy in a pulse time of one millisecond, a long lamp pulse is used to obtain a six to seven 
Joule pulse composed of many spiked oscillations within the pulse. Such a laser can operate at several hun-
dred cycles per second and is useful in laser cuttings. Laser beam pulse frequency and shape can be tailored 
by using Q switching, where a shutter moves rapidly in and out of the path of the beam. In this manner, beam 
output is interrupted until a high level of population inversion and energy storage is achieved in the resonator. 
If the optical cavity is switched from no refl ections (low Q) to near total refl ection (high Q), the cycle can be 
optimized to build up the maximum population inversion before the pulse is generated (switched from low to 
high Q). This results in a beam pulse with a high energy (up to one joule) and a short pulse period (down to 
10 ns), which is especially useful for deep hole drilling applications. 
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Fig. 5.16 Showing the mechanism of lasing action in Nd:YAG laser
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 As can be seen from the energy level diagram in Fig. 5.17, Nd lasers are four level lasers. Nd ions have 
two absorption bands, and excitation is done by optical pumping, either by fl ash lamps for pulsed lasers, 
or by arc lamps for continuous wave lasers. 
 The fl ash lamp is switched on and the optical pumping excites the Nd ions from the ground state E1 
to higher group of energy levels E4 by absorbing optical energy corresponds to wavelengths 0.73 µm and 
0.8 µm. 
 From these excited energy levels, the Nd ions are transferring into the upper laser level indicated by E3 by 
a non-radiative transition. Now there is a stimulated emission of photons from the upper laser level E3 to the 
lower laser level E2, and the wavelengths of the emitted photons are 1.06 µm. Then there is a transition from 
the lower laser level E2 to a ground level E1, which will be a non-radiative transition. 

Applications

ND:YAG lasers are widely used in a variety of applications, including
 1. Material processing, such as drilling and welding, cutting 
 2. Medical applications such as cataract surgery, gall bladder surgery 
 3. Laser ranging, in particular for laser range-fi nders and target designators used in a military context 
 4. Scientifi c applications like the study of inertial confi nement fusion

GAS LASER

Gas lasers can be further divided into neutral atom, ion and molecular lasers, whose lasing medi-
ums are neutral atoms, ions or gas molecules respectively.

5.10.1 The Helium–Neon Laser

Figure 5.18 shows a schematic sketch of an He–Ne laser. It consists of a gas tube containing 15% helium 
gas and 85% neon gas. A totally refl ecting fl at mirror is mounted at one end of the gas tube and a partially 
refl ecting concave mirror is placed at the other end. The concave mirror focuses parallel light at the fl at mirror 
and also acts as a lens that transmits part of the light so that it emerges as a parallel beam. The helium–neon 
(He–Ne) laser is a kind of neutral atom gas laser, the common wavelength of an He–Ne laser is 632.8 nm. It 
is tunable from infrared to various visible light frequencies. Pumping is done by a dc electrical discharge in 
the low-pressure discharge tube. First, the He atom is excited. Because the Ne atom has an energy level very 
near to an energy level of He, through kinetic interaction, energy is readily transferred from He to Ne; and 
the Ne atom emits the desired laser light. The typical power of an He–Ne laser is below 50 mW, hence it is 
widely used in holography, scanning, measurement, optical fi ber communication, etc. It is the most popular 
visible light laser.
 Population inversion is achieved somewhat differently in the continuous wave mode (cw) helium–neon 
(He–Ne) gas laser. The energy levels of helium and neon, which are important for operation of the laser, are 
shown in Fig. 5.19.
 Helium has an excited energy state E2, He at 20.61 eV above the ground state E1, He. Only helium atoms 
are excited to state E2, He by an electric discharge. Neon has an excited state E3, Ne that is 20.66 eV above its 
ground state. This is very close to the energy state of He, i.e., E2, He, just 0.05 eV above the fi rst excited state of 
helium. The neon atoms are excited to the state E3, Ne by collision with the excited helium atoms. The kinetic 

5.10
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energy of the helium atoms provides the extra 0.05 eV of energy needed to excite the neon atoms. There is 
lower excited state of neon E2, Ne at 18.70 eV above its ground level and 1.96 eV below the excited state E3, Ne. 
Since state E2, Ne is normally unoccupied, population inversion between states E3, Ne and E2, Ne is obtained 
immediately. The stimulated emission occurring between these states results in photons of energy 1.96 eV 
(632.8 nm), which produces a bright red light. After stimulated emission, the atoms in the state E2, Ne decay 
to the ground state by spontaneous emission. Note that there are four energy levels involved in the He–Ne 
laser.

5.10.2 CO2 Laser

Lasing action in a CO2 molecule was fi rst presented by C Patel in 1964. He transmitted an electric discharge 
pulse through pure CO2 gas in a laser tube, and got a small laser output. CO2 is the gas in which the lasing 

Fig. 5.18 Schematic drawing of an He-Ne laser
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process occurs, but other gas additives to the laser tube improve the total effi ciency of the laser. The standard 
CO2 laser includes in the active medium a mixture of CO2 with N2 and He. The optimal proportion of these 
3 gases in the mixture depends on the laser system and the excitation mechanism. In general, for a continuous 
wave laser, the proportions are CO2:N2: He::1:1:8
 CO2 is a linear molecule, and the three atoms are situated on a straight line with the carbon atom in the 
middle. In Fig. 5.20, the three vibrational modes of CO2 molecule are illustrated: symmetric stretch mode 
(v1), bending mode (v2), and asymmetric stretch mode (v3).

Oxygen Oxygen Oxygen Oxygen Oxygen

Bending

Carbon

v1 = 4 × 1013 [Hz]
v2 = 2 × 1013 [Hz] v3 = 7 × 1013 [Hz]

Symmetric stretch and contraction Asymmetric stretch and contraction 

(a) (b) (c)

Carbon

Oxygen

Carbon

Fig. 5.20 Different vibrational modes of CO2

Lasing Transitions in a CO2 Laser Lasing transitions in a CO2 laser occur when the molecule is going 
from higher energy level of the asymmetric mode into one of the other two, as can be seen in Fig. 5.18. The 
transition to the symmetric stretching mode corresponds to the wavelength of 10.6 mm. and the transition to 
the bending mode corresponds to the wavelength of 9.6 mm.
 Each of the vibrational energy levels is subdivided into many rotational levels. Transitions can occur 
between vibrational energy levels with different rotational levels, so there are many lasing lines around the 
main vibrational transitions.
CO2 Laser Operation Electric discharge 
is created in the laser tube. This discharge is 
produced by dc excitation. The energy of the 
accelerated electrons is transferred by col-
lisions to the nitrogen molecules and to the 
CO2 molecules. Here, nitrogen molecules 
help in the process of the excitation of the 
CO2 molecules. The fi rst vibrational energy 
level of the nitrogen molecule is very similar 
to the asymmetric stretching mode of the CO2 
molecule (see Fig. 5.21). Therefore, energy 
can be easily transferred from the excited 
nitrogen molecules to the CO2 molecules. 
The purpose of adding Helium molecules in 
the gas mixture is to evacuate the lower laser 
energy level so that population inversion is 
maintained and to stabilise the electrical dis-
charge by taking heat away from the lasing 
area. Gas pressure inside the CO2 laser tube 
is 5–30 [Torr], of which 10% is CO2 gas, 10% 
is N2 and the 80% is He.
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5.10.3 Types of CO2 Lasers

There are different types of CO2 lasers, based on the same physical principles. The difference between them 
is in their structure, excitation mechanism, and the output radiation. A few CO2 lasers are described below.
Flowing CO2 Gas Lasers In these lasers a fresh gas mixture fl ows continuously through the laser tube 
while lasing lasts. Flowing gas is used when the maximum power is needed out of the CO2 laser. The gas 
fl ows along the tube and is released out into the atmosphere (since it is non-poisonous). These lasers are very 
simple, and require only small gas purity. Hundreds of watts can be achieved at the output of these lasers.

Gas in

Cooling
water in

+V –V Gas out

Discharge
medium

Laser
out

Cooling
water out

Fig. 5.22 CO2 laser tube

Sealed-off CO2 Laser In this type, the gas laser is fi lled with the appropriate mixture of gasses and sealed. 
High electric voltage is applied to electrodes at both ends of the gas tube. The accelerated electrons excite 
the gas molecules. The problem with sealed-off lasers is the dissociation of the CO2 molecules into CO and 
oxygen with time. To reduce this effect, a catalysing agent is added to the gas mixture. This catalysing agent 
reverses the dissociation reaction and restores the CO2 molecule which is required for lasing. The output 
power achievable is less than 200 watts. For higher output power, it is necessary to take away the heat gener-
ated inside the laser, and a fl owing gas is needed. Sometimes, a gas reservoir is added to the sealed-off tube 
to allow some refreshment of the lasing gasses from the reservoir to the tube. The new class of sealed CO2 
lasers is made from metal with no glass tube. These lasers are not excited by direct high voltage that creates 
the electric discharge, but by a Radio Frequency (RF) voltage.
CO2 Laser Inside a Waveguide When the laser tube diameter is reduced to a size of about 1 millimetre, 
a waveguide is made. The radiation inside the small diameter tube is confi ned to move along the tube, with 
low loss. Using ceramic tubes, very small CO2 lasers can be made. An output of up to 50 watts of continuous 
wave radiation can be produced.
Transverse Flow CO2 Gas Lasers When the gas fl ow inside the laser is perpendicular to the laser axis, it is 
possible to have a much larger fl ow since the distance is very short. Since cooling by gas fl ow is very effi cient, 
it is possible to get very high power output out of these lasers. Both the gas fl ow and the electric discharge 
in these lasers are along the width of the laser. Thus, the distance between the electrodes is short, so electric 
discharge can be achieved even for gas at very high pressure (up to a few atmospheres). Transverse fl ow is 
used for very high-power CO2 lasers.
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5.10.4 Properties of CO2 Lasers

 1. Give high output power. Some commercial CO2 lasers produce more than 10 kW continuously.
 2. Output spectrum of laser is in the Infra-Red (IR) spectrum, i.e., between 9–11 mm.
 3. Very high effi ciency (up to 30%) is achievable.
 4. It can operate both continuously or in a pulsed way.
 5. Average output power is 75 W for slow fl ow of gas, and up to few hundred watts for fast gas fl ow.
 6. Very simple to operate, and the gasses are non-toxic.

Summary of CO2 Lasers According to Groups

 • Gas laser
 • Emit in the Infra-Red (IR) spectrum (l = 9–11 mm)
 • Electrical excitation
 • Continuous wave, although pulsed operation is possible
 • Four-level laser

SEMICONDUCTOR LASER

All laser diodes are built from semiconductor materials, and all show electric properties which are 
characteristics of electrical diodes. For this reason, the diode lasers have other names such as
semiconductor lasers—according to the composed materials,

Junction lasers—Since they are composed of a p-n junction,
Injection lasers—Since the electrons are injected into the junction by the applied voltage.
 The diode laser was invented independently in 1962, at three different research laboratories in the US. 
The researchers succeeded in getting a coherent electromagnetic radiation from a forward biased diode 
(p-n junction) made from the semiconductor GaAs.

5.11.1 Laser Diode Construction

The basic structure of the layers of the simplest laser diode is shown in Fig. 5.23.
 These layers of semiconductor materials are arranged 
such that at the p-n junction an active region is created, in 
which photons are created by the recombination process. On 
the top and bottom layers, a layer of metal allows connect-
ing external voltage to the laser. The voltage is applied to 
metal contacts above and below the semiconductor  layers. 
The sides of the crystalline semiconductors are cut to serve 
as mirrors at the end of the optical cavity.

5.11

Fig. 5.23 Basic structure of a laser diode
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5.11.2  Output Laser Radiation from a Diode Laser

Figure 5.24 depicts the shape of the electromagnetic 

laser radiation for a simple laser diode built of layers.

The radiation comes out of a rectangular shape of a 

very thin active layer, and spreads at different angles 

in two directions.

5.11.3 Summary of Diode Lasers
 to this Point

 • Charge carriers in a semiconductor laser diode are 

both the free electrons in the conduction band, and 

the positive holes in the valence band.

 • In a p-n junction, electrons can ‘fall’ to the holes, 

which are lower energy states.

 • Current passing through a p-n junction of a diode laser, causes both kinds of charge carriers (electrons 

and holes), to ‘combine’ together in the junction, through a process of recombination. Their energy is 

released in a form of photons of light. The energy of a photon is approximately equal to the energy of 

the energy gap.

 • The energy gap is determined by the chemical composition of the diode laser, and by the crystal 

structure.

5.11.4 I-V Curve of Diode Laser

If the condition of population inversion (which is required for the 

laser action) does not exist, the photons will be emitted by spon-

taneous emission. These photons will be emitted randomly in all 

directions, that is the basis of operation of a Light Emitting Diode 

(LED).

 The condition for population inversion depends on pumping. By 

increasing the current injected through the p-n junction, we arrive at 

the threshold current which fulfi lls this condition. An example of the 

power output from a laser diode as a function of the injected current 

is shown in Fig. 5.25.

 It is easily seen that the slope of this graph in a stimulated emission 

(laser) is far greater than the slope at spontaneous emission (LED).

 The threshold current for lasing is determined by the intercept of the tangent to the graph at stimulated 

emission with the current axis (this point is very close to the point of change in the slope). When the current 

threshold is low; less energy will be wasted in the form of heat, and more energy will be transmitted as laser 

radiation (the laser effi ciency increases). Practically, the important parameter is current density, which is 

measured in units of amperes per centimetre squared [A/cm2] of the cross-section of the junction.

 The name of each family of diode lasers is given by the type of materials near the active layer:
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Homojunction Laser The entire laser is made from one substance, usually GaAs. In this simple structure, 
the emitted photons are not confi ned in the directions perpendicular to the laser axis. Thus, the laser is not 
effi cient.
Single Heterostructure On one side of the active layer is a material with a different energy gap. Differ-
ent energy gaps of the two layers cause a difference in the index of refraction of the materials, so we can 
build waveguide structures that confi ne the photons to a specifi c area. Usually, the second layer is made 
of a material which is similar to the fi rst layer but has a lower index of refraction. Examples are GaAs and 
GaAlAs, typical materials used for adjacent layers in a diode laser.
Double Heterostructure On both sides of the active layer is another material which is different from 
the active layer and has a lower index of refraction (higher energy gap). For example, active layer of GaAs 
confi ned between two layers of Ga–Al–As. In this structure, light is confi ned into the active layer. Thus, 
these types of structures increase the laser effi ciency, and make possible the operation of diode lasers at room 
temperatures.

5.11.5 Advantages of Diode Lasers

Very high effi ciency (more than 20% of the input energy is emitted as laser radiation), high reliability, 
very long lifetime (estimated more than 100 years of continuous operation), very cheap price are the main 
advantages. Diode lasers are fabricated using mass production techniques used in the electronic industry, 
and there is a possibility to perform direct modulation of the emitted radiation by controlling the electric 
current through the p-n junction. The emitted radiation is a linear function of the current and can reach 
a modulation rate of tens of GHz. Other advantages are small volume, small weight, very low thresh-
old current, low energy consumption, narrow spectrum band which can be a few kilohertz in special 
diode lasers.

CHARACTERISTICS OF LASERS

The main characteristics of laser radiations are (a) monochromaticity, (b) coherence, (c) high 
directionality, and (d) extreme brightness.
(a) Monochromaticity The laser light is almost perfectly monochromatic, much more mono-

chromatic than that of any conventional monochromatic source. The optical resonator formed by two mirrors 
sustains only specifi c frequencies from the broad band. The mirrors convert the continuous emission band 
into a group of sharply defi ned discrete lines. By some suitable frequency-selective mechanism, a single line 
can be selected out from these lines.
(b) Coherence The beam of laser light is completely coherent, i.e., all waves are exactly in phase with one 
another. An interference pattern can be obtained also using beams from separate lasers. This is inherent in the 
process of stimulated emission which is responsible for laser action.
(c) High Directionality A laser emits light only in one direction. The width of a laser beam is extremely 
narrow and hence a laser beam can travel to long distances without spreading. They can be brought to an 
extremely sharp focus.
(d) Extreme Brightness Extreme brightness is the unique property of a laser beam. Due to high energy 
density and directional property, it can vaporise even the hardest metal; a laser beam can produce tem-
peratures of the order of 104°C at a focused point. Further, a one milliwatt rediation of a helium–neon laser 
appears brighter than the sun.

5.12
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USES OF LASERS

The most signifi cant applications of lasers include telecommunications, medicine, manufacturing, 
the military, consumer goods and basic research.
(1) Telecommunications Telecommunications is one of the most important uses of lasers. 

Light from diode lasers is modulated by the signal that contains the information, which is then transmitted 
through a network of optical fi bres. Future developments will most likely include tuneable lasers compatible 
with wavelength division multiplexing, a technique which will even further enlarge the bandwidth of fi bre 
optic systems.
(2) Medicine Lasers are frequently used in surgery and medical diagnostics. Surgeons can now use (carbon 
dioxide) lasers as bloodless scalpels because the optical beam cauterises the incision as it is made. Lasers are 
also used to open up clogged arteries using a technique called laser angioplasty. Cancer treatment is a small 
but promising fi eld that, today, is based on photodynamic therapy. In terms of the number of procedures, the 
most important growth areas are eyesight correction and cosmetic surgery. Cosmetic surgery also relies heav-
ily on lasers for removal of pigments, tattoos, unwanted hair, spider veins, and skin resurfacing.
(3) Manufacturing The automotive industry relies greatly on high power CO2 lasers for cutting and weld-
ing metals. Nd:YAG lasers are used in drilling holes, spot welding and marking. The printing industry uses a 
range of lasers, mostly ion lasers, but the trend is to use high-power diode lasers. The semiconductor industry 
is a major user of ultraviolet (excimer) lasers for photolithography. Photolithography plays an important role 
in the manufacture of integrated circuits with hundreds of millions of transistors on a semiconductor chip. 
The entertainment industry (i.e., laser light shows) is based on ion lasers.
(4) Military So far, (mercifully) lasers have been found to make poor weapons. On the other hand, they are 
extensively used in guiding missiles to their destination, range fi nders and other target designators. It is sug-
gested that in future ‘star-wars’ applications lasers will be used in space-based weapons and other airborne 
systems.
(5) Consumer Goods DVDs, CD-ROMs, optical discs, etc, all rely on diode lasers. Big changes are com-
ing with the development of laser diodes emitting in the blue and ultraviolet end of the spectrum. Shorter 
wavelengths (eg., blue and UV) will enable optical storage devices to pack more information per disc. Diode 
lasers are also at the heart of laser printers, barcode scanners, laser pointers, security devices, etc.
(6) Basic Research Lasers are the product of basic research, and researchers around the world are still 
developing new types of lasers. Physicists, chemists, biologists are major users of lasers, in areas such as 
spectroscopy, biology (e.g., the human genome program), laser fl uorescence, holography, etc. Some experi-
ments aiming to achieve controlled nuclear fusion, which one day may produce abundant and clean energy, 
also rely on lasers. Laser-induced fusion, is a technique in which light from lasers is used to raise the tem-
perature of a deuterium and tritium pellet to 109°C.
(7) Chemical Applications Lasers can initiate or hasten certain chemical reactions which could not be 
possible in the absence of suitable photons. They can be utilised for investigating the structure of molecules. 
Raman spectroscopy is a method in which lasers have made so much impact that a separate branch named 
Laser Raman Spectroscopy has grown rapidly. By the use of lasers, the Raman spectrum can be obtained 
for much smaller samples and much faster too. Not only that, but by the use of lasers some interactions also 
arise due to high-intensity excitation, which provide additional information.

5.13
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HOLOGRAPHY

A two-dimensional image of an object is the outcome of ordinary photography. To focus the 
image on the photographic plate, a lens system is used. In this case, focusing is only in a single 
plane and all other planes are out of focus. Therefore, a three-dimensional object is recorded in 

two dimensions. The intensity variations are recorded on the photographic plate while the phase distribution 
prevailing at the plane of the photographic plate is completely lost. Therefore, a photograph does not contain 
the three-dimensional character of the object. The quality of depth in a photograph is missing. This feature 
is recorded by holography. Holography is a Greek word where holes implies the whole and graphy implies 
the writing, i.e., holography implies ‘complete recording’. Dennis Gabor (1948) of the Imperial College of 
Science and Technology, University of London, discovered the principle of holography. With the advent of 
lasers, Leith and Upatnicks in 1962 revised Gabor’s idea in photography. This technique records and repro-
duces an image of the object without the use of lenses. The modifi cation in holography is that the light waves 
refl ected from the object are recorded instead of the image of the object, and the photographic record is called 
a hologram. We should note here that a holograph has no resemblance to the object in spite of it containing 
all information about the object in a kind of optical code. A three-dimensional image of the original object is 
formed when the holograph is illuminated by a coherent source of light. The image-formation process from 
a hologram is known as the reconstruction process. It involves a two-step process.
 The fi rst step involves the transformation of the object into a hologram. This is done by illuminating an 
object by coherent light which will produce interference fringes in a photographic emulsion. The second step 
involves the retransformation or reconstruction of the hologram into the image of the object which means 
a process involving reillumination of the developed interference pattern using light of same wavelength to 
produce a three-dimensional image of the original object.

5.14.1 Principle of Holography

When light is incident on a point object, the refl ected wave-
fronts are spherical in nature with their centres at the point 
object. For a three-dimensional solid object, each point of 
the object will form its own refl ected spherical wavefront. 
Therefore, the resulting wave pattern refl ected from the 
entire object is highly complex. This wave pattern cannot 
be recorded on a photographic plate as such but it can be 
recorded by mixing the refl ected wave pattern or object 
beam with a known wave called the reference wave. Inter-
ference will take place between the waves refl ected from the 
object and the reference wave which modifi es intensity at 
all points according to the phase relationship between the 
waves at those points. Thus, the phase variations in the wave 
pattern refl ected from the object are converted into intensity 
variations.

5.14

Fig. 5.26 Construction of a hologram
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Construction of a Hologram Figure 5.26 shows the basic principle of making a hologram. The object is 
illuminated by a highly intense laser beam. The laser beam is divided into two parts by using a beam split-
ter not shown in the fi gure. One part of the beam is directly incident on the object, and the second part of 
the beam is incident on a mirror and refl ected as a reference beam. The beam refl ected from the object and 
the second beam, called the reference beam, after being refl ected from the mirror is projected on the pho-
tographic plate. Thus, the photographic fi lm is exposed simultaneously by both the reference beam and the 
beam refl ected from the object. These two beams are highly coherent and highly directional. The resulting 
complex interference pattern is formed on the photographic fi lm. After developing this photographic fi lm, it 
will act as a hologram. The density at any point of the hologram depends both on the amplitudes and phases 
of the interference waves that reach the point.

 The structure of the hologram is like a diffrac-
tion grating—it has opaque and transparent regions 
very closely spaced. Thus, the fi lm contains all the 
information needed to reproduce the wave fi eld of 
the object.
Reconstruction of the Image To view the object, 
the image is reconstructed. The optical arrangement 
is simply reversed and the hologram is illuminated by 
a coherent light from the laser as shown in Fig. 5.27. 
Both real and virtual images are formed. When the 
viewer moves his eyes from side to side, the near 
parts of the object seem to move with respect to the 
far parts. Thus, when viewing the hologram, one 
sees the image depth, and hence a three-dimensional 
effect is obtained.
 Here, the hologram acts as a complex  grating; 
therefore, it diffracts the light incident on it. So zero-
order diffraction takes place, in the direct direction 

of the beam giving no information because the laser beam passed through the hologram has only amplitude 
variation but no information regarding phase variation. In all other directions from the hologram, the dif-
fracted waves of different orders carry both the information of intensity as well as phase variations. This way, 
reconstruction of the object wavefronts is made. Here, one of the diffracted beams forms real image while the 
other beam forms a virtual image as shown in Fig. 5.27.
Concluding Remark Laser will ultimately fulfi ll its promise in the huge fi eld that is called analytical 
chemistry, and become increasingly prolifi c in diagnostic medicine. Spectral properties and spatial coherence 
will assure this as the lab shrinks to chip-scale. The future world of pharmagenomics will rely on lasers for 
genetic typing and perhaps for activation of the appropriate therapeutic course.
 Lasers may also hold the key to the future of energy. Information from huge systems, such as the NIF 
and Laser MegaJoule and the rapid progress in tabletop high-repetition petawatt systems may converge to 
practical fusion power sources. Much has been accomplished in very few years, and the outlook is bright for 
numerous spin-offs to come. It is clear, in any case, that laser is telling us again that science fi ction of the 

past sometimes does become a scientifi c fact of the future.

Fig. 5.27 Reconstruction of image

Virtual

object

Hologram

Direct

transmitted

laser beam

Real image of

the object



Laser 
5.29

Solved Problems

1 In an He–Ne laser system, the two energy levels of Ne involved in lasing action have energy 

 values of 20.66 eV and 18.70 eV. Population inversion occurs between these two levels. What will 

be the wavelength of a laser beam produced? What will be the population of the metastable energy 

level with respect to the upper excited level at room temperature (27°C)?

Solution  Referring to the energy-level diagram of He–Ne laser, the energy levels involved are labeled as 
upper level E3, Ne, metastable level E2, Ne and ground level E1, Ne.
 Given, E3, Ne = 20.66 eV, E2, Ne = 18.70 eV E1, Ne = 0 eV

  hv = E2 – E1 =   hc
 ___ 

l
  

  h = 6.625 × 10–34 Js = 4.14 × 10–15 eVs
  c = 3 × 108 m/s
  k = 8.625 × 10–5 eV/K

  l =   hc
 _______ 

E2 – E1
   =   hc

 _____________  
E3, Ne – hc/E2, Ne

  

  l =   4.14 × 10–15 eVs × 3 × 108 m/s   _________________________  
(20.66 – 18.70) eV

  

   = 6.3376 × 10–7 = 633.76 × 10–9 = 633.76 nm
 The laser output will have a wavelength of 633.76 nm.

    
N2 ___ 
N1

   = exp [–(E2 – E1)/kT]

  kT = 8.625 × 10–5 eV/K × (273 + 27)K = 0.025 eV

    
N3, Ne

 _____ 
N2, Ne

   = exp [– (E3, Ne – E2, Ne)/kT]

\    
N3, Ne

 _____ 
N2, Ne

   = exp [– (20.66 – 18.70)/0.025] = exp [–75.75] = 1.26 × 10–33

\  N2, Ne = 7.89 × 1032 N3, Ne

 The above result implies that the metastable population is 1032 times the population in the excited states.

2 Find out the separation between metastable and excited levels for two wavelengths of 9.6 mm 

 and 10.6 mm emitted from a CO2 laser source. Calculate the frequency and hence the energy of the 

light photons emitted. How many photons are required to be emitted per second to obtain a laser 

output power of 10 kW?



5.30
 Engineering Physics

Solution Given two wavelengths: 9.6 mm and 10.6 m m
  h = 6.62 × 10–34 Js = 4.14 × 10–15 eVs
  c = 3 × 108 m/s
  k = 8.625 × 10–5 eV/K

  hv = E2 – E1 =   hc
 ___ 

l
   =   1.2422 × 10–6 eVm  ________________  

9.6 × 10–6 m
   = 0.129 eV

and

  E2 – E1 =   hc
 ___ 

l
   =   1.2422 × 10–6 eVm  ________________  

10.6 × 10–6 m
   = 0.117 eV

 So the estimated separation between the two required levels is 0.129 eV and 0.117 eV respectively. The 
energy of the photon is also respectively 0.129 eV and 0.117 eV. The frequency of the two different types of 
photons will be

  v =   c __ 
l

   =   3 × 108 m/s ___________ 
9.6 × 10–6 m

   = 3.125 × 1013 Hz

  v =   c __ 
l

   =   3 × 108 m/s ____________  
10.6 × 10–6 m

   = 2.83 × 1013 Hz

 To get 10 kW output power, 10000 J/s power is required
 The energy of one photon is
  hv = 6.625 × 10–34 × 3.125 × 1013 = 2.07 × 10–20 J
 Similarly, for other photon the energy in joules is
  hv = 6.625 × 10–34 × 2.83 × 1013 = 1.87 × 10–20 J
 So, the number of photons per second required is
(10000 J/s)/2.07 × 10-20 = 4.83 × 1023 photons/second, and
(10000 J/s)/1.87 × 10-20 = 5.34 × 1023 photons/second.
 So, approximately one mole of atoms are involved in the process in one second.

3 A typical laser system is capable of lasing at infrared wavelengths. The light output at 3.124 mm 

 is very prominent. What is the difference in the energy levels of the excited state and metastable 

state? What will be the energy of a photon emitted? What will be the frequency of the light emitted? 

If 1 mole of photons are emitted per second, what is the power of the laser output? Can you predict 

the type of the laser produced?

Solution  l = 3.124 mm = 3.124 × 10–6 m

  hv = E2 – E1 =   hc
 ___ 

l
   =   1.2422 × 10–6 eVm  ________________  

3.124 × 10–6 m
   = 0.398 eV

 Energy difference between the metastable and excited states is 0.398 eV and hence the photon energy 
emitted is also 0.398 eV.
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 The frequency of the photon is

  v =   c __ 
l

   =   3 × 108 m/s  _____________  
3.124 × 10–6 m

   = 9.6 × 1013 Hz

 The energy in joules is 
  hv = 6.625 × 10–34 × 9.6 × 1013 = 6.36 × 10–20 J
 One mole of photon 
  6.022 × 1023 × 6.36 × 10–20 = 38299.92 = 38.3 kJ
 Therefore 38.3 kW of output power of laser beam is observed. Obviously, it will be a CO2 laser light.

4 A ruby laser has its metastable state at 1.79 eV from which stimulated emission produces laser 

 light. Calculate the wavelength of the light. At room temperature when the population inversion is 

not achieved, calculate the ratio of the population of the atom in the metastable state to that in the 

ground state.

Solution The difference in the energy levels
  E2 – E1 = 1.79 eV

  E2 – E1 =   hc
 ___ 

l
   =   1242.18 _______ 

l
  ,

where, energy is in J, wavelength in nm.

  l =   1242.18 _______ 
E2 – E1

   =   1243.18 _______ 
1.79

   = 693.95 nm

 Therefore, emitted light will have a wavelength of 693.95 nm.
 Now the population ratio at temperature T for two different states having energy E2 and E1 is given by the 
relation

    
N2 ___ 
N1

   = exp [–(E2 – E1)/kT]

  Taking room temperature = 27°C + 273 = 300 K
 Thermal energy at room temperature = k T = 8.625 × 10–5 eV/K × 300 K = 0.025 eV

    
N2 ___ 
N1

   = exp [–(E2 – E1)/kT]

   = exp [–1.79/0.025] = exp [–71.6] = 8.026 × 10–32

5 A ruby laser emits light of 693.95 nm wavelength as calculated in the above problem. If  

 1 mole of Cr+3 ions are involved in population inversion process in a pulse, calculate the pulse 

energy in eV.

Solution Given, l = 693.95 nm;

  E2 – E1 =   hc
 ___ 

l
   =   1242.18 _______ 

l
   =   1242.18 _______ 

693.95
   = 1.79 eV

 1.79 eV is the energy of the single photon and 1 mole (= 6.022 × 1023 Cr+3 ions are involved in population 
inversion that produce a laser pulse.
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 Therefore, the energy is 6.022 × 1023 × 1.79 eV = 1.077 × 1024 eV.

6 A ruby laser emits light of 693.95 nm wavelength. The duration of pulses is 0.1 ns. Calculate the 

 coherence length, bandwidth and line width.

Solution Given, l = 693.95 nm;
[The coherence length can be used for quantifying the degree of a temporal coherence as the propagation 
length (and thus propagation time) over which coherence degrades signifi cantly.]
 (a) Coherence length = (coherence time) × (velocity of light in vacuum)
   Lcoh = tcoh × c
   Lcoh = 0.01 × 10–9 × 3 × 108 = 0.03 m

 (b) Bandwidth, Dv =   1 ___ 
tcoh

   =   1 _______ 
1 × 10–9

   = 1010 Hz

 (c) Line width, D l =   l
2
 __ c   Dv =   

(693.95 × 10–9)2

  ______________ 
3 × 108

   × 1010 = 0.016 nm

7 A laser beam of 693.95 nm wavelength on earth is focused by a lens or mirror of 2 m diameter 

 on to a crater on the moon. The distance of the moon is 3.82 × 108 m from the earth. How much 

larger will be the spot on the moon? Neglect the effect of earth’s atmosphere.

Solution Angular spread is given by

  dq =   l __ 
d
   =   693.95 × 10–9 m  ______________ 

2
   = 3.469 × 10–7 rad

\  dq = 3.469 × 10–7 rad ×  (   360° ____ 
2p

   )  = (1.98 × 10–5)° = 0°0¢0.07≤

 Area spread, i.e., area of the spot on the moon
  A = (D dq)2 = (3.82 × 108 × 3.469 × 10–7)2

   = 17570.56 m2 = 1.76 × 104 m2

 This gives a circular area of radius 74.78 m.

8 A laser having power of 75 mW, wavelength of 720 nm and an aperture 5 mm is focused with 

 a lens of focal length of 0.1 m. Calculate the area and intensity of the image.

Solution  dq =   l __ 
d
   =   720 × 10–9 m  ___________ 

5 × 10–3
   = 1.44 × 10–4 rad

  Area spread = (f dq)2 = (0.1 × 1.44 × 10–4)2 = 2.074 × 10–10 m2

 Intensity of the image is given by

  I =   
power

 __________ 
areal spread

   =   75 × 10–3
 ___________  

2.074 × 10–10
   = 3.616 × 108 W/m2
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Multiple-Choice Questions

 1. Laser light is produced due to
 (a) interference of light
 (b) spontaneous emission of light
 (c)  light Amplifi cation by stimulated emission 

of radiation
 (d) diffraction phenomenon
 2. Which laser was invented fi rst?
 (a) Semiconductor laser
 (b) Ruby laser
 (c) He–Ne laser
 (d) CO2 laser
 3. Which of the following is a gas laser?
 (a) CO2 laser
 (b) Ruby laser
 (c) Semiconductor laser
 (d) Dye laser
 4. Two different light sources are sending light and 

spots from both beams on a screen is obtained. 
Which of the following statements is true?

 (a)  The broad and faint spot is a laser while the 
bright and narrow spot is an ordinary light.

 (b)  The broad and bright spot is a laser while the 
narrow and faint spot is an ordinary light.

 (c)  The broad and low intensity spot is an ordi-
nary light, the narrow and highly intense 
spot is a laser light.

 (d)  Actually both the spots will merge into each 
other and form an interference patterns.

 5. A highly coherent beam is produced. The beam 
is

 (a) laser light
 (b) ordinary light
 (c) converged light from the sun
 (d)  spark produced between the gap of two 

electrodes
 6. Which of the following conditions is very essen-

tial for the production of laser light?
 (a) Spontaneous emission process

 (b) Stimulated emission process
 (c) Population inversion process
 (d) All of the above
 7. Which of the following is not a pumping 

 process?
 (a) Optical pumping
 (b) Electrical pumping
 (c) Chemical pumping
 (d) Thermal pumping
 8. Which of the following scheme does not  produce 

lasing action?
 (a) Two-level scheme
 (b) Three-level scheme
 (c) Four-level scheme
 (d) Five-level scheme
 9. High-power laser light is obtained from
 (a) CO2 laser
 (b) semiconductor laser
 (c) He–Ne laser
 (d) ruby laser
 10. Pulsed laser light is produced from a
 (a) ruby laser
 (b) carbon laser
 (c) carbon dioxide laser
 (d) none of the above
 11. Which of the following is not a laser property?
 (a) Coherence
 (b) Highly directional
 (c) Extreme brightness
 (d) Divergence
 12. Production of laser does not include
 (a) active medium
 (b) two highly silvered optically fl at mirrors
 (c) optical cavity
 (d)  one highly silvered and other partially 

 silvered optically fl at mirror
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 13. Which source of light is brightest?
 (a) Sunlight
 (b) Laser light

 (c) Arc light
 (d) Flash light

Answers to MCQs

 1. (c) 2. (b) 3. (a) 4. (c) 5. (a) 6. (d) 7. (d) 8. (a)

 9. (a) 10. (a) 11. (d) 12. (b) 13. (b)

Practice Problems

1. A laser system is capable of lasing at infrared 
wavelengths. If out of several possible wavelengths 
the most prominent wavelength is 750 nm and 1 mm, 
then calculate the difference between upper excited 
and lower metastable state in eV for this wave-
lengths. [1.65 eV, 0.00124 eV]
2. Calculate the wavelength of radiation for 
the CO2 laser having an energy difference of 
0.121 eV between two states involved in lasing 
action. [102479.3 Å]
3. The laser light emitted in ruby laser has a wave-
length of 7000 Å and the total number of Cr +++ ions 
is 2.8 × 1019. Calculate the energy of a photon and 
total energy available per laser pulse.

[1.77 eV, 7.92 J]

4. Calculate the population inversion ratio for the 
two states involved in lasing action in a ruby laser at 
temperatures of 27°C and 227°C. Consider the emit-
ted wavelength is 7000 Å. [5.9 × 10–29, 1.4 × 1016]
5. He–Ne laser produces light of 7000 Å wavelength 
at room temperature (= 27°C). Calculate the popu-

lation inversion of two states responsible for lasing 
action. [5.9 × 10–29]
6. Imagining that we chop a continuous laser beam 
which is assumed to be perfectly monochromatic 
having a wavelength of 623 nm into 0.1 ns pulses 
using a suitable shutter, calculate the resultant line 
width, bandwidth and coherence lengths.

[3 cm, 1010 Hz, 0.13 Å]
7. A laser beam of 8 × 10–7 m wavelength and  5 × 
10–3 m aperture on the earth is sent on the moon. The 
distance of the moon is 3.82 × 108 m from the earth. 
How much will be the angular spread of the beam 
and the areal spread when it reaches the moon?

[1.6 × 10–4 radian, 4.096 × 109 m2]

8. A laser having power of 50 mW, wavelength of 
720 nm and aperture of 5 mm is focused with a lens 
of 0.1 m focal length. Calculate the angular spread, 
area and intensity of the image.

[1.44 × 10–4 radian, 2.074 × 10–10 m2,
2.411 × 10 8 W/m2]

Short-answer Questions

1. How is a ruby laser favorable to lasing action? 
Why are the end faces of a ruby rod silvered?
2. What is the function of He atoms in an He–Ne 
laser?
3. Why is laser action not possible without popula-
tion inversion between two atomic levels?

4. What are the other gases used in a CO2 laser? What 
is the proportion?
5. Why are four-level lasers more effi cient than three-
level lasers?
6. What is an optical resonator cavity, and what is 
its role?
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7. In lasers, the active medium of broad absorption 
band is required. Why?
8. How does metastable state act in laser media?
9. Why is a narrow tube used in an He–Ne laser? 
What happens if its diameter is increased?
10. Why is a laser more coherent and more mono-
chromatic than ordinary light?

11. How is stimulated emission made to be more 
dominant than spontaneous emissions in a laser?
12. What is the function of mirrors in Ruby and  
He–Ne lasers?
13. What is coherence length, line width and band-
width?
14. What do you mean by pulsed and continuous 
laser?

Long-answer Questions

1. What do you mean by lasers? Defi ne spontaneous 
and stimulated emissions.
2. Defi ne the following terms: (a) population inver-
sion, (b) pumping, and (c) active system.
3. Explain the process of stimulated emission. Draw 
a neat diagram to represent the component of a ruby 
laser. Explain the operation.
4. Explain the operation of a gas laser with the essen-
tial components. How does stimulated emission take 
place with the exchange of energy between helium 
and neon atoms?
5. What are different uses to which laser beams are 
put?
6. Differentiate between spontaneous emission and 
stimulated emission in their mechanism and charac-
teristics. Which one of them is maximised in a laser 
operation?
7. Explain the terms (i) stimulated emission, 
(ii) spontaneous emission, (iii) optical pumping, 

(iv) active medium, (iv) optical resonator, (vi) popu-
lation inversion, (vii) metastable state.
8. Explain construction and working of the He–Ne 
laser with the help of an energy level diagram.
9. Explain construction and working of a semicon-
ductor laser.
10. Explain in detail the construction and working of 
a CO2 laser.
11. Deduce the relation between spontaneous and 
stimulated emission probabilities.
12. What are Einstein’s coeffi cients? Derive 
 Einstein’s relation.
13. Explain the principle of optical pumping and 
stimulated emission of radiation. Discuss the prop-
erties of laser radiation and mention some of its 
 applications.
14. Laser action is sometimes called ‘inverted absorp-
tion’. Explain in what situation may A / B be small 
enough for laser action?

Questions From Previous Exams

 (i) State the properties of LASER. (GTU- Jan’ 2009)
  It has four properties namely, coherence, high intensity, high directionality and high monochro-

matic.
 (ii) What is the lifetime of charge carrier in metastable state? (GTU- Jan’ 2009)
  The lifetime of charge carrier in metastable state is 10–3 to 10–2 second.
 (iii) State the full form of LASER (GTU- Jan’ 2009)
  Light Amplifi cation by Stimulated Emission of Radiation.
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 (iv) Describe the construction and working of Nd-YAG laser (GTU- Jan’ 2009) 
  (Refer Section: 5.9)
 (v) Derive the relation between Einstein’s A and B coeffi cients. (GTU- Jan’ 2009) 
  (Refer Section: 5.2.1)
 (vi) Briefl y explain stimulated emission. (GTU- Jan’ 2010)
  It is process in which there is emission of a photon whenever an atom transits from a higher energy 

state to lower energy state under the infl uence of an external agency, i.e., inducing photon
 (vii) Explain (i) population inversion (ii) pumping (iii) optical resonator. (GTU- Jan’ 2010)
  Population Inversion It is the state of achieving more number of atoms in excited state compared 

to the ground state, i.e., N2 > N1.

  Pumping It is a mechanism of exciting atoms from the lower energy state to higher energy state by 
supplying energy from an external source.

  Optical resonator It is pairs of refl ecting mirrors; of which one is being perfect refl ector and other 
being partial refl ector. It is used for amplifi cation of photons thereby producing an intense and highly 
coherent output. 

 (viii) Describe the construction and working of Nd: YAG Laser with a suitable energy level dia-
gram.   (GTU- Jan’ 2010) 

  (Refer Section: 5.9)
 (ix) State the characteristics of LASER. Explain the method of construction and reconstruction of 

a hologram.   (GTU- Jan’ 2010)
  (Refer Section: 5.12, 5.14) 
 (x) What is population inversion? (GTU- June’ 2010)
  Population Inversion It is the state of achieving more number of atoms in excited state compared 

to the ground state, i.e., N2 > N1.

 (xi) The active medium in Nd: YAG laser is Nd+3 (GTU- June’ 2010)
 (xii) In carbon dioxide laser, the energy difference between two levels is 0.121 eV. Calculate the wave-

length of radiation.   (GTU- June’ 2010)
  Given 0.121 eV and hence 1 eV = 1.602 × 10–19 J
   E2 – E1 = 0.121 × 1.602 × 10–19 J
   h = 6.626 × 10–34 Js
   c = 3 × 108 m/s
   l = hc/(E2 – E1)
   l = 1.0225 × 10–5 m
 (xiii) Explain the construction and working of CO2 laser with a suitable energy level diagram

(GTU- June’ 2010) 

  (Refer Section: 5.10) 
 (xiv) Established the relation between Einstein’s coeffi cients. (GTU- June’ 2010) 
  (Refer Section: 5.2.1)
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Optical-Fibre
Communication

It is very comforting that today communication through tele-

phone lines is very clear, without any disturbance, and even 

for a long-distance call, the sound clarity is perfect as a short-

distance call. No waiting for calls and no network jam are other 

welcome changes. Even faults in communication lines nowadays 

are repaired so fast that we have forgetten the old days of long 

waiting for our calls to be connected, large amount of disturbance, 

cross-connections, traffi c jams in communication lines and so on. 

This miracle happened due to the technology advancement that 

you will study in this chapter.

INTRODUCTION TO FIBRE OPTICS

Fibre Optics is the communication technology that works 

by sending signals down hairlike thin strands of glass 

fi bres or plastic fi bres. This technology was initiated about 

30 years ago in UK and USA in 1976. By the early 1980s, fi bre net-

works connected the major cities on each coast.

 Fibre has replaced all the telephone copper cables, microwave and 

satellite links. CATV (Cable TV) offers phone and Internet service on 

the same fi bre. Computers and LANs started using fi bres and other 

applications like aircraft, ship and automobile data buses, CCTVs for 

security, even links for consumer digital stereo developed in the wake. 

Today, fi bre optics is either the dominant medium or a logical choice 

for every communication system.

Fibre optics is a medium for carrying information from one point 

to another in the form of light, but is not electrical in nature like the 

copper form of transmission.

6.1
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Fibre-Optic System A basic fi bre-optic system consists of a transmitting device which generates the light 

signal; an optical fi bre cable, that carries the light; and a receiver to accept the light signal transmitted. The 

fi bre itself is passive and does not contain any active, generative properties.

Advantages of fi bre-optic communication compared to metal base system

So the fi bre optic system forms a communication system which uses light as the carrier of information from 

a source and propagated through a guided fi bre cable (glass or plastic) to a destination.

 For any comunication system, it is established that the information-carrying capacity of a connunica-

tion system is directly proportional to its bandwidth. This indicated that for a wide bandwidth, information 

capacity is more. The frequency range of light used is 10 kHz to 400,000 GHZ therefore, fi bre-optic system 

has higher information-carrying capacity. Added advantage to this is extremely low power loss, i.e., about 

0.2 dB/km or 0.5% of power loss over a distance of 1 km. Due to high information-carrying capacity and low 

attenuation, fi bre are preferred in telecommunications, local area networks, computer networks, etc. 

 Optical fi bre systems have many advantages over metal-based communication systems. These advantages 

are the following:

Long-Distance Signal Transmission The low attenuation and superior signal integrity found in optical 

systems allow much longer intervals of signal transmission than metal-based systems, while single-line, 

voice-grade copper systems longer than a few kilometres (1.2 miles) require in-line signal repeaters for 

 satisfactory performance. It is common for optical systems to cover over 100 kilometres (km), or about 

62 miles, with no active or passive processing (see Fig. 6.1). Emerging technologies promise even greater 

 distances in the future. Figure 6.2 shows a fi bre cable.

Copper repeaters

Fiber repeaters

0 10 20 30 40 50 60 70 80 90 (Miles)

 Fig. 6.1 Copper and fi bre repeaters comparison

Fig. 6.2 The optical fi bre cable in the foreground has the equivalent information-carrying capacity of the copper
   cable in the background
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Large Bandwidth, Light Weight, and Small Diameter Today’s applications require an ever- increasing 

amount of bandwidth and space constraints of many end-users. It is commonplace to install new cabling 

within existing duct systems. The relatively small diameter and light weight of optical cables makes such 

installations easy and practical, and saves valuable conduit space in these environments.

Long Lengths Long, continuous lengths and small diameters make it practical to manufacture and install 

much longer lengths than that needed for metallic cables: twelve-kilometer (12 km) continuous optical cable 

lengths are common. Some cable systems manufacturers make continuous single-mode cable lengths of up 

to 12 km, with a 96-inch reel size being the primary limiting factor.

 Multimode cable lengths based on industry demand can be 4 km or more, although most standards require 

a maximum length of 2 km or less.

Easy Installation and Upgrades Long lengths of optical cables make installation much easier and less 

expensive. Optical fi bre cables can be installed with the same equipment used to install copper and coaxial 

cables, with some modifi cations due to the small size and limited pull tension and bend radius of optical 

cables.

 Optical cables can typically be installed in duct systems in spans of 6 km or more depending on the duct’s 

condition, layout of the duct system, and installation technique. The longer cables can be coiled at an inter-

mediate point and pulled farther into the duct system as necessary.

 System designers typically plan optical systems to meet growth needs for a 15- to 20-year span. Although 

sometimes diffi cult to predict, growth can be accommodated by installing spare fi bres for future require-

ments. Installation of spare fi bres today is more economical than installing additional cables later.

Nonconductivity Another advantage is due to its dielectric nature. Since an optical fi ber has no metallic 

components, it can be installed in areas with Electromagnetic Interference (EMI), including Radio Frequency 

Interference (RFI). Areas with high EMI include utility lines, power-carrying lines, and railroad tracks. All-

dielectric cables are also ideal for areas of high lightning-strike incidence.

Security The dielectric nature of optical fi bres makes it impossible to remotely detect the signal being trans-

mitted within the cable. The only way to do so is by actually accessing the optical fi bre itself which requires 

intervention that is easily detectable by security surveillance. These circumstances make fi bres extremely 

attractive to governmental bodies, banks, and other organisations with major security concerns.

Designed for Future Applications Needs As bandwidth demands increase rapidly with technological 

advances, fi bres will continue to play a vital role in the long-term success of telecommunications. Fibre solu-

tions are less costly than copper.

 A fi bre optic cable functions as a ‘light guide,’ guiding the light introduced at one end of the cable through 

to the other end. The light source can either be a Light-Emitting Diode (LED) or a laser. The light source is 

pulsed on and off, and a light-sensitive receiver on the other end of the cable converts the pulses back into the 

digital ones and zeros of the original signals. Even a laser light shining through a fi bre optic cable is subject 

to loss of strength, primarily through dispersion and scattering of the light within the cable itself. The faster 

the laser fl uctuates, the greater the risk of dispersion. Light strengtheners, called repeaters, may be necessary 

to refresh the signal in certain applications.

 There are three types of fi bre optic cables commonly used, namely, single mode, multimode and Plastic 
Optical Fibre (POF).

Transparent glass or plastic fi bres allow light to be guided from one end to the other with minimal loss. Note 

that fi bre optic cables have become cheaper over time—an equivalent length of copper cable costs less per 

foot but is not adequate in capacity.
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 Fiber-optic cable connectors and the equipment needed 

to install them are still more expensive than their copper 

counterparts.

 We know that light waves cannot travel far in open 

atmosphere as the energy gets dissipated very rapidly. 

Hence, some kind of guiding channel is needed like a 

guiding electric current through a metal wire. Optical 

fi bres provide the necessary waveguide for light. Fibre 

optics is a technology related to transportation of optical 

energy (light energy) in guiding media, specifi cally glass 

fi bres (See Figures 6.3 and 6.4).

Electrical

pulse
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Electrical to

light

conversion

Light to

electrical

conversion

Light pulse Light pulse

Electrical

pulse

out

 Fig. 6.4 General view of signal communication in fi bre optics

PRINCIPLE OF OPTICAL FIBRE

Total internal refl ection is the main principle of optical fi bre communication. The phenomenon in 

which light is totally refl ected from a denser-to-rarer medium boundary is known as total internal 
refl ection. An optical fi bre, which is a hair-thin cylindrical fi bre of glass or any transparent dielec-

tric medium, consists of many thousands of very long fi ne-quality glass/quartz fi bres (Fig. 6.2). The fi bres are 

coated with a layer of transparent material having a low refractive index, as shown in Fig. 6.5.

i

r
θ

Coating (m =1.5)

Fibre material 

(m =1.7)

 Fig. 6.5 Total internal refl ection principle in an optical fi bre 

 Light is incident at one end of the fi bre making a small angle with the axis and passes through the fi bre as 

explained below. Let i and r be the angles of incidence and refraction of the light ray with the axis, and q be 

the angle at which the ray is incident on the fi bre boundary so that q = (90° – r). Let n1, be the refractive index 

of the fi bre and qC be the critical angle where qC = sin–1(1/n1) and q > qC. Then the ray is totally internally 

6.2

Fig. 6.3 Signal transmission through total
   internal refl ection
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refl ected. Therefore, the ray undergoes repeated total internal refl ections until it emerges out of the other end 

of the fi bre even if the fi bre is bent. So the light ray is guided through the fi bre from one end to the other end 

without any energy being lost due to refraction. The bundle of optical fi bres is used for optical signal trans-

mission and receiving electrical signals (which are converted to light by suitable devices).

 It is essential that there must be very little absorption of light as it travels through long distances inside the 

optical fi bre. This can be achieved by purifi cation and special preparation of the material.

STRUCTURE AND CLASSIFICATION OF OPTICAL FIBRES

The fi bres used for optical communication are wave 

guides made of transparent dielectrics whose function 

is to guide visible and infrared light over long dis-

tances. An optical fi bre consists of an inner cylindrical portion of 

glass, called the core. The core that carries light is surrounded 

by another cylindrical shell of lower refractive index called the 

cladding. It helps to keep the light within the core through the 

phenomenon of total internal refl ection.

 The core and cladding are shown in Fig. 6.6. The range of the 

core diameter is 5 to 100 mm. The cladding diameter is usually 

125 mm. Over the cladding, a soft plastic coating of about 250 

mm diameter provides greater strength and protection to the fi bre. 

Finally, strength members and the jacket provide the fi nal protect-

ing layers. The optical fi bres are classifi ed as (i) step-index optical 

fi bres, and (ii) graded-index optical fi bres.

 Understanding the characteristics of different types of fi bres helps in understanding the applications for 

which they are used. Operating a fi bre optic system properly depends on knowing the type of fi bre is being 

used. There are two basic types of fi bres: Multimode fi bres and single-mode fi bres. Multimode fi bre is best 

designed for short transmission distances, and is suited for use in LAN (Local Area Network: A communica-

tion link between two or more points within a small geographic area, such as between buildings) systems and 

video surveillance. Single-mode fi bre is best designed for longer transmission distances, making it suitable 

for long-distance telephony and multichannel television broadcast systems.

 Multimode fi bre simply refers to the fact that numerous modes (mode: a single electromagnetic wave 

traveling in a fi bre) or light rays are carried simultaneously through the waveguide. (Waveguide: a mate-

rial medium that confi nes and guides a propagating electromagnetic wave. A waveguide normally consists 

of a hollow metallic conductor, generally rectangular, elliptical, or circular in cross-section in the micro-

wave regime. This type of waveguide may, under certain conditions, contain a solid or gaseous dielectric 

material. In the optical regime, a waveguide used as a long transmission line consists of a solid dielectric 

fi lament (fi bre), usually circular in cross-section. For integrated optical circuits, an optical waveguide may 

consist of a thin dielectric fi lm. For the RF regime, ionised layers of the stratosphere and the refractive 

surfaces of the troposphere may also serve as a waveguide.) Modes result from the fact that light will only 

propagate in the fi bre core at discrete angles within the cone of acceptance. This fi bre type has a much 

larger core diameter, compared to a single-mode fi bre, allowing for the larger number of modes, and 

a multimode fi bre is easier to couple than a single-mode optical fi bre. A multimode fi bre may be categorised 

as a step-index or graded-index fi bre.

6.3
Jacket

Strength members

Coating

Cladding

Core

Fig. 6.6 Structure of optical fi bre
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6.3.1 Multimode Step-Index Fibre

Figure 6.7 shows how the principle of total internal refl ection applies 

to a multimode step-index fi ber. Because the index of refraction of 

the core is higher than the index of refraction of the cladding, (n1 > 

n2), the light that enters at less than the critical angle is guided along 

the fi bre.

 Three different light waves travel down the fi bre. One mode travels 

straight down the centre of the core. A second mode travels at a steep 

angle and bounces back and forth by total internal refl ection. The 

third mode exceeds the critical angle and refracts into the cladding. 

Intuitively, it can be seen that the second mode travels a longer distance than the fi rst mode, causing the two 

modes to arrive at different times. This disparity between arrival times of the different light rays is known as 

dispersion, and the result is a muddied signal at the receiving end. However, it is important to note that high 

dispersion is an unavoidable characteristic of a multimode step-index fi ber.

6.3.2 Multimode Graded-Index Fibre

Graded-index refers to the fact that the refractive index 

of the core gradually decreases farther from the centre 

of the core. The increased refraction in the centre of 

the core reduces the speed of some light rays, allowing 

all the light rays to reach the receiving end at approxi-

mately the same time, thereby reducing dispersion of 

light. Figure 6.8 shows the principle of a multimode 

graded-index fi ber. The central refractive index in the 

core, nA, is greater than that of the outer core’s refractive index, nB. As discussed earlier, the core’s refractive 

index is parabolic, being higher at the centre.

 As Fig. 6.8 shows, the light rays no longer follow straight lines; they follow a serpentine path being 

gradually bent back toward the centre by the continuously reducing refractive index. This lowers the arrival 

time disparity because all modes arrive at about the same time. The modes traveling in a straight line are in 

a higher refractive index, so they travel slower than the serpentine modes. These rays travel farther but move 

faster in the lower refractive index of the outer core region.

6.3.3 Single-Mode Fibre

A single-mode fi bre (Fig. 6.9) allows for a higher capacity to transmit infor-

mation because it can retain the fi delity of each light pulse over longer dis-

tances, and it exhibits no dispersion caused by multiple modes. It also enjoys 

lower fi bre attenuation than a multimode fi bre. So, more information can be 

transmitted per unit of time. Like a multimode fi bre, earlier a single-mode 

fi bre was generally characterised as a step-index fi bre, meaning the refrac-

tive index of the fi bre core is a step above that of the cladding rather than graduated as it is in graded-index 

fi bre. Modern single-mode fi bres have evolved into more complex designs such as matched clad, depressed 

clad and other exotic structures.

n = Index of refraction

Core: n1
Cladding: n2

n0

n0 = 1.000

n0
n2

n1

n1 = 1.47 n2 = 1.45

Fig. 6.7 Total internal refl ection in
   multimode step-index fi bre

Fig. 6.8 Multimode graded-index fi bre

Light

in

Cladding

Core

nA

nB < nA

Fig. 6.9 Single-mode fi bre
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 The disadvantages of single-mode fi bres are due to the smaller core diameter that makes coupling light 

into the core more diffi cult. The tolerances for single-mode connectors and splices are also much more 

demanding. (Connector: A mechanical or optical device that provides a demountable connection between 

two fi bres or a fi bre and a source or detector. Splice: A permanent connection of two optical fi bres through 

fusion or mechanical means.)

 Single-mode fi bres, after a continuing evolution for several decades, are of three basic classes used in mod-

ern telecommunications systems. (i) The oldest and most widely deployed type is the Non Dispersion-Shifted 

Fibre (NDSF). These fi bres were initially intended for use near 1310 nm. (ii) Due to very high dispersion at 

the 1550 nm wavelength, 1550 nm systems made the NDSF fi ber undesirable. To resolve this shortcoming, 

fi bre manufacturers developed the Dispersion-Shifted Fibre (DSF) that moved the zero- dispersion point to the 

1550 nm region. Afterwards, it was discovered that while DSF worked extremely well with a single 1550 nm 

wavelength, it exhibits serious nonlinearities when multiple, closely spaced wavelengths in the 1550 nm were 

transmitted in DWDM systems. (iii) A new class of fi bres, classifi ed as NonZero-Dispersion-Shifted fi bres 

(NZ-DSF) has been developed to resolve the problem of nonlinearities. The fi bre is available in both positive 

and negative dispersion varieties and is fast becoming the fi bre of choice in new fi bre deployment.

 One additional important variety of the single-mode fi bre is the Polarisa-

tion-Maintaining (PM) fi bre. All other single-mode fi bres discussed are capa-

ble of carrying randomly polarised light. A PM fi bre is designed to propagate 

only one polarisation of the input light. This is important for components such 

as external modulators that require a polarised light input.

 Figure 6.10 shows the cross-section of a type of PM fi bre. This fi bre con-

tains a feature not seen in other fi bre types. Besides the core, there are two 

additional circles called stress rods. These stress rods create stress in the core of the fi bre such that the trans-

mission of only one polarisation plane of light is favoured. Single-mode fi bres experience nonlinearities that 

can greatly affect system performance.

THE NUMERICAL APERTURE

Let us consider a ray incident on the entrance aperture of the fi bre making an angle i and an angle 

of refraction r with the axis as shown in Fig. 6.11, and let q be the angle of incidence at the core–

cladding interface for this ray.

 Now the condition for total internal refl ection to take place is given by

  sin q ≥  (   n
2

 __ 
n1

   )  (6.1)

  sin q = sin (90° – r) = cos r (6.2)

  sin r =  ÷ 
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2
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     (6.3)

 We know from Snell’s law that (sin i/sin r) =  n1 or sin r = (sin i/n1).

 The condition of total internal refl ection can be expressed as

  sin r £  ÷ 
______
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1
  2  –  n 

2
  2 
 ______ 

 n 
1
  2 
     (6.4)

6.4

Cladding

Stress rods allow
only one polarisation

of input lightcore

Fig. 6.10 Cross-section of
   polarization-main-
   taining fi bre



6.8
 Engineering Physics

 From Eqs (6.3) and (6.4) we can write

    
sin i
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______

   
 n 

1
  2  –  n 

2
  2 
 ______ 

 n 
1
  2 
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2
  2    (6.5)

 Let im be the maximum angle of incidence (critical angle) for which total internal refl ection may occur. So 

we have

  sin i =  ÷ 
______

  n 
1
  2  –  n 

2
  2    for  n 

1
  2  –  n 

2
  2  < 1

   = 1 for  n 
1
  2  –  n 

2
  2  > 1 (6.6)

 Therefore, if a cone of light is incident on one end of the fi bre, it will be guided through it provided the 

semi-angle of the cone is less than im.

 sin im is known as Numerical Aperture (NA) of the fi bre. The numerical aperture represents a measure 
of the light-gathering power of the fi bre. For all practical situations,  n 

1
  2  <  n 

2
  2  + 1.

 Thus, one defi nes the numerical aperture of the fi bre by the equation

  NA =  ÷ 
______
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2
  2    (6.7)
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_____

  2n 
1
  2  D  

  NA = n1 ÷ 
___

 2 D  
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Fig. 6.11 Numerical aperture and acceptance angle
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Acceptance Angle The other important term is the acceptance angle. 

i
m

n2

n1

Core

Cladding

qc

90-qc

Cladding

C

A
B

Fig. 6.12 For derivation of Acceptance angle im

from the Fig. 6.12 and by applying Snell’s law at air–fi bre interface A and core-cladding interface C we get,

  n0 sin im = n1 sin (90°– qC) fi n0 sin im = n1 cos qC

  n1 sin qC = n2 sin 90

  sin qC =   
n2

 __ n1
  

  n0 sin im = n1  ÷ 
_________

 1 – sin2 qC  
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________
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 __ n1
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2
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2
  2    [Q For air n0 = 1]

 Acceptance angle is im given by

  im = sin–1  ÷ 
______

  n 
1
  2  –  n 

2
  2   

 The above relation correlates the acceptance angle with the refractive indices of core and cladding. The 

light that travels within a cone defi ned by this acceptance angle is known as acceptance cone and the light 

cannot come out from the fi bre.

FIBRE-OPTICS COMMUNICATION SYSTEM

Optical fi bres are extensively used in the fi eld of communication. A basic optical-fi bre communi-

cation system consists of mainly three things. (i) A transmitter, which transforms an electric signal 

(information signal) to be transmitted into an optical system. (ii) An information channel (fi bre 

transmission line), (iii) A receiver which converts the optical signal back to the original electric form which 

conducts the optical signal from the transmitter to receiver. These parts are shown in Fig. 6.13.

Transmitter Information channel Receiver

Fig. 6.13 Basic fi bre-optic communication system

 A more general block diagram is shown in Fig. 6.13.

 The functions of the different parts are as follows.

6.5
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Message Origin The fi rst step is that the nonelectrical message is converted into an electrical signal. For 

example, a microphone is used for converting sound waves into current, and a video (TV) camera is used for 

converting images into currents.

Modulator The second step performs two main functions—the conversion of electrical message into proper 

format and thereafter impressing this signal onto the wave generated by the carrier source.

Transmitter Receiver

1. Message origin

2. Modulator

5. Information

channel 

6. Channel

coupler (output) 

7. Detector

8. Signal processor 

9. Message output 

3. Carrier source

4. Channel coupler

(input)

Fig. 6.14 General block diagram showing a fi bre-optic communication system

 The modulation formats are analog and digital. The analog signal is continuous and reproduces the form 

of the original message, e.g., when a microphone picks up a sound wave, it produces the same shape as the 

wave itself as shown in Fig. 6.15. So the format of the signal will remain unchanged.

Sound amplitude

Current
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T

T

t

t

Fig. 6.15 Analog signal
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 The digital modulation involves transmitting information in 

 discrete form. The signal is either ON or OFF as shown in Fig. 6.16.

 Here, the ON state represents a digital 1, and the OFF state 

 represents a digital 0. These states are the binary digits of the digital 

system. The data rate is the number of bits per second transmitted.

Carrier Source The carrier source generates the wave on which the 

information is transmitted. This wave is known as the carrier wave. 

We know that the carrier wave is produced by an electronic oscillator 

in radio-frequency communication. The fi bre-optic communication 

system uses a Laser Diode (LD) or a Light-Emitting Diode (LED) 

known as an optical oscillator. It produces stable, monochromatic waves with suffi cient power over large 

distances.

 One should note that the information being transmitted is contained in the variation of optic power. This 

is called Intensity Modulation (IM).

Channel Coupler (Input) The channel power is used to feed power into the information channel, 

e.g., the channel coupler for a radio or television broadcasting system is an antenna. The antenna transfers 

the signals from the transmitter onto the information channel (here, atmosphere). Similarly, in a fi bre optic 

system, the coupler transfers the modulated light beam from the source to the optical fi bre.

Information Channel The information channel provides a path between the transmitter and receiver. In 

fi bre-optic communication, a glass (or plastic) fi bre works as the information channel. The information chan-

nels are of two types: (i) unguided, and (ii) guided channels. The atmosphere is an example of unguided 

channel. Guided channels are a variety of conducting transmission structures such as two-wire lines, coaxial 

cables and rectangular waveguides.

Channel Coupler (Output) For radio communication systems, an antenna acts as a channel coupler which 

collects the signal from the information channel and routes it to the receiver. In a fi bre-optic communication 

system, the output coupler directs the light emerging from the fi bre onto the light detector, for which a simple 

butt connection is used.

Detector A detector separates the information from the carrier wave. This process is known as demodu-
lation. In a fi bre-optic communication system, the optical wave is converted into an electric current by a 

photodetector which is proportional to the power in the incident optic wave. As the information is contained 

in the optic power variation, the detector output current contains this information.

Signal Processor Signal processing involves amplifi cation and fi ltering of undesired frequencies in analog 

transmission. In a digital system, the processor may include a decision-making circuit in addition to ampli-

fi ers and fi lters.

Message Output The message output presented to a person may be either audio or visual. For hearing, 

the electrical signal is transformed into sound waves and for a visual image, a cathode ray tube is used. So, 

suitable transducers are used for specifi c purpose.

ADVANTAGES OF FIBRE-OPTIC COMMUNICATION SYSTEMS

 (i) It has huge information-carrying capacity.

 (ii)  Smaller size and weight of the fi ber-optic communication systems make them more suit-

able  in space and aeronautical applications.

6.6
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 (iii) As fi bre is made of glass (silica), the raw material is available in plenty on the earth.

 (iv) The lower cost of cables per unit length compared to that of its metal counterpart increases its use 

signifi cantly.

 (v)   Optical fi bres (glass or plastic) are insulators. No electric currents fl ow through them, either due to 

transmitted signal or due to external radiation striking the fi bre. Therefore, no effect of magnetic 

interruptions is possible. The optic wave within the fi bre is trapped, so no leakage is possible during 

transmission which can interfere with signals in other fi bres.

 (vi) A fi bre is well protected from interference and coupling with other communication channels.

 (vii) Fibres will not pick up or propagate electromagnetic pulses caused by nuclear explosions. So it is safe 

as compared to existing systems.

 (viii) For high-voltage lines, a wire communication link could short-circuit the lines by falling across them, 

causing considerable damage. A fi ber-optic system does not face this problem.

 (ix) Since the fi bres do not radiate energy within them, so it is diffi cult for an intruder to detect the signals 

being transmitted. This provides a high degree of security and privacy.

 (x) They can tolerate extreme temperature variations before deteriorating, e.g., temperatures approaching 

800°C do not affect glass fi bres.

 (xi) Corrosion due to water or chemicals is minimal for glass.

 (xii) There is no requirement of additional equipment to protect against grounding and voltage problems.

APPLICATIONS AND USES

 (i) A fi bre optic communication system is capable of handling a large number of channels 

because it has a large bandwidth that provides wide applications in communication.

 (ii) The fi bre-optic system maintains high privacy, so it is widely used in defence services.

 (iii) Fibre-optic systems are particularly suitable for transmission of digital data like that generated by 

computers.

 (iv) The military applications of fi bre-optic communication systems are communications, command and 

control links on ships and aircraft, and data links for satellite earth stations.

 (v) Fibre-optic systems are also used for signaling purposes.

 (vi) Fibre-optic sensors are used to measure temperature, pressure, rotary and linear position and liquid 

levels. Hydrophones are used to measure acoustic disturbances in water. Gyroscopes measure rota-

tional motion.

 (vii) Cable television, space vehicles, ships and submarine cables use fi bre-optic systems.

 (viii) It has wide engineering applications like security and alarm systems, electronic instrumentation sys-

tems, industrial automation and process control.

 (ix) For medical applications, it is possible to study the interior of lungs and other parts of the body that 

cannot be viewed directly.

 Endoscopy (meaning to see within) is extensively used for diagnostic purposes. An endoscope consists of 

a bunch of optical fi bres that carry light (laser beam) to the inside of the body. The light transfers the image 

of the inner parts of the body on the screen.

Fibre Endoscope The internal parts of the human body can be easily visualised by using a tubular optical 

instrument known as a fi bre endoscope. The study of tissues and blood vessels far below the skin can be done 

with this instrument. Different types of endoscopes are used for the treatment of diseases and for surgery. 

6.7
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 For example, a bronchoscope is used to check the presence of foreign bodies and/or infection in the tra-

chea and larger airways. A gastroscope is used to check the presence of tumours, gastric ulcer and gastritis 

in the stomach. Similarly, a cytoscope is used to check the presence of tumours, infl ammation and stones in 

the urinary bladder.

Object

Optical

system
Outer fibre conducts light

to object

Inner fibre 

conducts image

to observer
Optical

system

Light source

Eyepiece

 Fig. 6.17 Fibre endoscope

 The schematic diagram of a fi bre endoscope is shown in Fig. 6.16. The fi bre endoscope is made up of a 

bundle of fi bres. It consists of two fi bres known as inner and outer fi bres. At one end of the endoscope, an 

optical light source is attached with suitable optical arrangements to transmit the light into the outer fi bre. 

Suitable optical arrangements are employed to collect the light beam and to view the object and are placed at 

the respective fi bre ends. The function of the outer fi bre is to carry the light and to illuminate the object under 

study. The function of the inner fi bre is to collect the refl ected light from the area under study, i.e., from the 

inner structure of the body.

 When the light source is switched on, the optical arrangements fi xed at the respective ends of the inner and 

outer fi bres collect the light, transmit and illuminate the area under study and also help to view the object. If 

a telescope system is introduced at the internal part of the endoscope, it will improve the fi eld of view and 

image quality.

Concluding Remark Clearly, progress in the technology of communication systems has been remarkable, 

rapid and impressive. Although fi ber-optic systems serve as trunk lines that carry large numbers of voice and 

data channels between central telephone stations, industry specialists speak wistfully of the ‘last mile’—from 

the central station to our home. Today’s telephone system spans that last mile with conventional copper-wire 

equipment, which provides good voice connections but is still inadequate for transmitting large quantities of 

high-speed data. High-speed data lines for that last mile are available, and many businesses have them, but 

they are generally more expensive than is practical for home use today. Whatever new technology turns out to 

provide the last crucial link from individuals to the rest of the world, the research that gives rise to it will have 

come from scientists who probe beneath the immediate needs of any given industry, investigating seemingly 

unrelated processes to understand the fundamental nature of the world.
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Solved Problems

1 A step-index fi bre has core glass and cladding glass with refractive indices of 1.68 and 1.5. 

 Calculate the numerical aperture. Find the critical angle and acceptance angle for the entrance 

of light if the fi bre is placed in air.

Solution Given, n1 = 1.68, n2 = 1.5

 The numerical aperture is given by

  NA =  ÷ 
______

  n 
1
  2  –  n 

2
  2    =  ÷ 

_____________

  (1.68)2 – (1.5)2   = 0.7565 

 Critical angle im = sin–1  (   NA
 ___ n   )  = sin–1  (   0.7565

 ______ 
1
   )  = 49.15° 

  Acceptance angle = critical angle

2 Calculate the NA the acceptance angle of the fi bre having n1 = 1.48 and n2 = 1.43 [Dec. 2008]

Solution  Given, refractive indices of core and cladding of the fi bre is n1 = and n2 = 1.43

 Numerical aperture

  NA =  ÷ 
______

  n 
1
  2  –  n 

2
  2   

\  NA =  ÷ 
______________

  (1.48)2 – (1.13)3   = 0.38

 Acceptance angle im = sin–1  ÷ 
______

  n 
1
  2  –  n 

2
  2    = sin–1 (0.38) = 22.4°

3  For a step-index fi ber with a core refractive index of 1.48 and a numerical aperture of 0.649, 

calculate the refractive index of clad-glass material used. Also, calculate the maximum entrance 

angle of light if the fi bre is placed in air.

Solution  Given, n1 = 1.48, NA = 0.649

  NA =  ÷ 
______

  n 
1
  2  –  n 

2
  2   

  (NA)2 =  n 
1
  2  –  n 

2
  2 

  n2 =  ÷ 
_________

  n 
1
  2  – (NA)2   =  ÷ 

_______________

  (1.48)2 – (0.649)2   = 1.33

 So refractive index of the clad glass is 1.33.

 Maximum entrance angle is im = sin–1  (   NA
 ___ n   )  = sin–1  (   0.649

 _____ 
1
   )  = 40.46°
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4 If the acceptance angle for a given fi bre is 68.16°, calculate the maximum entrance angle and 

 numerical aperture. If the cladding glass has a refractive index of 1.52, calculate the refractive 

index of the core glass.

Solution Acceptance angle = 2 im = 68.16°

  So maximum entrance angle = im = 34.08°

 Numerical aperture = NA = sin im = sin(34.08°) = 0.56

\  numerical aperture = 0.56

  NA =  ÷ 
______

  n 
1
  2  –  n 

2
  2   

  n1 =  ÷ 
_________

 (NA)2 +  n 
2
  2   

  n1 =  ÷ 
______________

  (0.56)2 + (1.52)2   =  ÷ 
_____

 2.624   = 1.62

\ So refractive index of the core glass is n1 = 1.62

Multiple-Choice Questions

 1. Which part is not included in the fi bre-optic 

communication system?

 (a) Transmitter  (b) Transformer

 (c) Transmission channel  (d) Receiver

 2. Optical fi bre works on the principle of

 (a) multiple beam interference 

 (b) total internal refl ection

 (c) diffraction at the circular opening

 (d) total internal refraction

 3. Which one of the following is true if n1 is the 

refractive index of core glass and n2 is the refrac-

tive index of the clad glass?

 (a) n1 < n2 (b) n1 = n2

 (c) n1 > n2 (d) n1  n2

 4. The numerical aperture of a step index fi bre 

when the core refractive index is n1 and cladding 

refractive index is n2 is given by

 (a) NA =  ÷ 
______

  n 
1
  2  –  n 

2
  2   

 (b) NA = ( ÷ 
__

 n1   –  ÷ 
__

 n2  )
2

 (c) NA =  ÷ 
______

  n 
1
  2  +  n 

2
  2   

 (d) NA =  n 
1
  2  –  n 

2
  2  

 5. If im be the maximum angle of incidence for 

which total internal refl ection occurs, then sin im 

is known as

 (a) acceptance angle

 (b) the value of the difference of refractive 

index of core and cladding

 (c) numerical aperture

 (d) measure of the effi ciency of optical power

 6. Periodic self-focusing of the optical rays occurs 

with the

 (a) graded-index optical fi ber

 (b) step-index optical fi ber

 (c) single-mode optical fi ber

 (d) multi-mode optical fi ber

 7. The function of the cladding is

 (a) to produce refraction of rays

 (b) to produce total internal refl ection of rays

 (c) to produce transmission of rays

 (d) to provide a fi rm support to the core glass

 8. Which one from the following is not a function 

of the modulator?
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 (a) It converts the electrical message into proper 

format.

 (b) It impresses the properly formatted electri-

cal message onto the wave generated by the 

carrier source.

 (c) Analog and digital modulation.

 (d) Analog to digital and digital to analog con-

version of the signal.

 9. Optical fi bers are basically

 (a) insulators (b) conductors

 (c) semiconductors (d) superconductors

 10. Which of the following is not a part of the struc-

ture of optical fi bers?

 (a) Core (b) Cladding

 (c) Primary coating and secondary coating

 (d) A source of light

Answers to MCQs

 1. (b) 2. (b) 3. (c) 4. (a) 5. (c) 6. (a) 7. (b) 8. (d)  

 9. (a) 10. (d)

Practice Problems

1. Calculate the numerical aperture of a step-index 

fi bre when the core refractive index is 1.55 and the 

cladding refractive index is 1.33. [NA = 0.795]

2. Determine the numerical aperture of a step-index 

fi ber when the core refractive index is 1.5 and the 

cladding refractive index is 1.48. Find the maximum 

angle for entrance of light if the fi bre is placed in 

air.  [(i) NA = 0.24413 (ii) 14.13°]

3. If the maximum angle of incidence is 45° for 

entrance of light for a fi bre placed in air, calculate the 

numerical aperture. What is the acceptance angle?

[(i) NA = 0.7071 (ii) 90°]

Short-answer Questions

1. If by fabrication mistake the glass of cladding and 

core are interchanged, what will happen to the trans-

mission of optical energy?

2. What are the three main parts of a communication 

system?

3. What is fi bre optics?

4. Explain briefl y the principle of optical fi ber com-

munication.

5. What is the function of the cladding?

6. Why should clad glass have less refractive index 

than core glass?

7. What is the main difference between the step-in-

dex optical fi ber and graded-index optical fi bre?

8. What is graded-index optical fi bre?

9. What is step-index optical fi bre?

10. Draw the path of rays in the graded-index  optical 

fi bre.

11. Draw the path of rays in the step-index optical 

fi bre.

12. What is single-mode fi bre?

13. What do you mean by multi-mode fi bre?

14. Defi ne numerical aperture. What does it repre-

sent?

15. What is the specifi c use of a mono mode fi bre?

16. State the names of different parts of a fi bre optic 

communication system.

17. What is the function of a modulator?

18. What is the function of a carrier source?

19. What is the function of a channel coupler?

20. What are the types of information channels?

21. Briefl y discuss about detectors.

22. How do optical fi bres offer high degree of secu-

rity and privacy?
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Long-answer Questions

1. Explain the principle of the optical fi bre as a wave-

guide for light.

2. Describe the structure of a typical optical fi bre 

used in practice. Describe the step-index and graded-

index optical fi bres.

3. What is Numerical Aperture (NA) of an optical 

fi bre? What does the numerical aperture signify?

4. Describe schematically the basic elements of a 

fi bre-optic communication system.

5. What are the advantages of using fi bre-optic com-

munication system?

6. Enumerate some applications of fi bre-optic com-

munication system.

Questions From Previous Exams

 (i) Defi ne total internal refl ection.  (GTU-Jan’ 2009)

  The light approaches the wall of the fi bre with an angle of incidence F that is greater than the critical 

angle; the incident light not get refracted but refl ects inside the denser medium.

 (ii) State the main components of optical fi bre communication system.  (GTU-Jan’ 2009)

  The important components of a fi bre optic communication system are transmitter, fi ber optic cable 

and receiver.

 (iii) Discuss the advantage of optical fi bre communication system over the conventional coaxial com-
munication system. Refer Section: 6.1  (GYU-Jan’ 2009)

 (v) Calculate the NA,  the acceptance angle of the fi bre having n1 = 1.48 and n2 = 1.43. 
     (GTU-Jan’ 2009)

  Given, n1 = 1.48 and n2 = 1.43

   NA =    (  n 
1
  2  –  n 

1
  2  )  1/2

 

   NA = 0.3872

  Acceptance angle im = sin–1 NA,

   im = sin–1 (0.3872) = 22°46,

 (vi) What is Kevlar?    (GTU-Jan’2010)

  It is a yarn type of material having high tensile strength. It gives an additional strength to cable.

 (vii) Describe the construction of fi bre optic cable and compare the advantage of fi bre optic cable 
over metallic cable. Refer Section: 6.3 and 6.1  (GTU-Jan’ 2010)

 (viii) Give the conditions to be satisfi ed for total internal refl ection for an optical fi bre. 
     (GTU-Jan’ 2010)

  The refractive index n1 of the core must always be greater than the refractive index n2 of the 

cladding.

  The light must approach the wall with an angle of incidence j that is greater than the critical 

angle jC.
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 (ix) An optical fi bre fore and its cladding have refractive indexes of 1.545 and 1.495 respectively. 
Calculate the critical angle j

C
, acceptance angle jin(max) and numerical aperture. 

     (GTU-Jan’ 2010) 

  Given

   n1 = 1.545

   n2 = 1.495

  Critical angle qC = sin–1 qC = n2/n1

   qC = sin–1 (0.967)

   qC = 75°14’

  Acceptance angle im = sin–1 NA = sin–1(0.3898) = 22°56’

  Numerical aperture = NA =   (  n 
1
  2  –  n 

2
  2  )  1/2

  = 0.3898

 (x) Defi ne fi bre optic system    (GTU-June’ 2010)

  The important components of fi bre optic communication systems are transmitter, fi ber optic cable and 

receiver.

 (xi) An optical fi bre has refractive index of core and cladding is 1.514 and 1.48 respectively. Calcu-
late the acceptance angle and the fractional index change.  (GTU-June’ 2010)

  Given, n1 = 1.514, n2 = 1.48

   D = (n1 – n2)/n1 = 0.022

  Acceptance angle im = sin–1 NA = sin–1(0.316) = 18°25’

  Numerical aperture = NA = ( n 
1
  2  –  n 

2
  2 )1/2 = 0.316

 (xii) Describe the construction of fi bre optic cable. Refer Section: 6.36  (GTU-June’ 2010)

 (xiv) Give the difference between step index fi bre and graded index fi bre. Refer Section: 6.3 
     (GTU-June’ 2010) 
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Conducting
Materials

Often We wonder, why does wood not conduct heat as well as elec-

tricity but metals conduct both? Why do some metals have better 

conductivity than others? What can we do to improve their con-

ductivity? To learn the answers to these questions, you must read 

this chapter. The knowledge of the behaviour of electrons in solids 

is one of the keys to understand the behaviour of materials. The 

electron theory of solids is capable of explaining optical, elec-

trical, magnetic and thermal, properties of materials. It provides 

the important fundamentals to the technology of today and of the 

future.

INTRODUCTION

Solids differ in their physical properties like electrical, 
thermal, optical, magnetic and mechanical. It would be 
interesting to understand the reasons for this difference 

and thereby to use them for specifi c purposes. Knowledge of these 
properties is used in technological advancement.
  For understanding the electronic properties of materials, three 
approaches are well established. (a) The laws of physics which were 
eventually discovered were empirically derived .They considered 
only macroscopic quantities and inter-related experimental data, e.g., 
Ohm’s law, Newton’s laws (no oversimplifi cation while their inter-
pretation). (b) In order to refi ne the understanding of the properties of 
materials and these laws, atomistic principles were introduced, e.g., 
the classical electron theory. (c) For a further refi nement to resolve 
the shortcomings of classical theory, ‘Quantum theory’ was devel-
oped.

7.1
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  In this chapter we will mainly consider the electrical and thermal properties of materials. Metals and 
alloys are together known as conducting materials, and because of their striking properties they are widely 
used in many applications. Ohm gave the well-known law, V = RI , but only after the discovery of the electron 
by J J Thomson. Drude and Lorentz applied the kinetic theory of gases to derive Ohm’s law based on classi-
cal theory. Sommerfeld further refi ned it to remove the drawbacks of the classical theory by introducing the 
quantum theory. 

BRIEF SURVEY OF MATERIALS 

The electrical conductivity s of different materials spans about twenty-fi ve orders of magnitude 
as shown in Fig. 7.1. This is the largest known variation in a physical property. It is generally 
accepted that in metals and alloys, the electrons, particularly the outer or valance electrons, play 

a signifi cant role in electrical conduction. Therefore, it is most appropriate to make use of the electron theory 
to understand the electrical conduction properties of these materials.
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Fig 7.1 Room temperature conductivity (Ohm cm)–1of various materials.

CONDUCTION IN METALS

The fi rst step towards an understanding of electrical conduction is to postulate a free ‘electron gas’ 
or ‘plasma’, consisting of the valance electrons of the individual atoms in a crystal. Then classical 

free electron theory given by Drude–Lorentz may be considered as follows.

(a) Free Electron Model

 • Conducting materials like metals consist of valence electrons. These valence electrons are responsible 
for electrical and thermal conduction in the bulk state of matter.

 • The valence electrons become free in conducting materials and keep moving about randomly within 
the material just like molecules in a gas. Therefore, they are referred as free electrons or conduction 

electrons.

 • The collection of free electrons is referred as free electron gas (Fig. 7.2).

 • The movement of free electron is restricted to the boundaries of the material.
 • These free electrons experience resistance during acceleration (motion) produced by the application 

of fi eld on the conduction electrons, which brings these electrons to settle into a state of constant 
velocity, proportional to this applied fi eld.

7.2
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Metallic Bonding
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Fig. 7.2 Free electron gas in a metal

(b) Assumptions of the Classical Free-Electron Theory

 • The motion of electrons in conducting materials obeys the classical Maxwell–Boltzmann distribu-
tion.

 • The kinetic energy of electrons can be given by ½ mv2 = 3/2 kT.
 • The free electrons in the electron gas wander freely in the metal without any mutual interaction.
 • The free electrons collide with positive ions in the lattice and also among themselves. These collisions 

are elastic and, therefore, there is no loss of energy.
 • In the absence of an electric fi eld, the electrons move in random directions so that their individual 

velocities cancel and no net velocity results; hence, no current fl ows. 
 • When an electric fi eld is applied, the free electrons are accelerated with an electric force eE. They 

move in opposite direction to the electric fi eld while maintaining their random motion.
 • Monovalent metals such as sodium contribute one electron per atom to the plasma (electron gas).
 The number of atoms, n, per cubic centimetre will be 
  n = Na d/M (7.1)
where, Na = Avogadro’s number, 
  d = density of material,
  M = atomic mass of the element
 Typically, 1022 to 1023 free electrons /cm3 for a monovalent atom is available.

(c) Drift Motion of Electrons

The free electrons keep moving randomly in all directions throughout the lattice structure of the material due 
to thermal energy. The average thermal speed is very high (~106 m/s).The direction of motion of each free 
electron changes on every collision and the electron moves along a zigzag path. But their directions of motion 
are so randomly distributed that the average thermal velocity of the electron is zero. Therefore, there is no 
fl ow of current due to the thermal motion of electrons.
  When electric fi eld is applied by connecting a battery across the conductor, the equilibrium condition is 
disturbed. The electric fi eld accelerates the electrons. They move in a direction to that of electric force on 
electrons (in the opposite direction to applied electric fi eld). This directional motion of electrons due to the 
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applied electric fi eld is called drift motion. Whenever an electron encounters a collision, it loses this drift 
velocity completely. After that, the electron gets accelerated once again and loses its velocity at the next col-
lision. The process thus goes on repeating and the electron moves on an average with a mean drift velocity 
ud. Thus, drift velocity is defi ned as the average velocity with which free electrons get drifted towards the 

positive end of the conductor under the infl uence of an external electric fi eld. Typically, it is of the order of 
10–3 m/s.

BASIC TERMINOLOGY OF ELECTRICAL CONDUCTIVITY 

 • Ohm’s Law When an electric fi eld is applied across the conductor, electric current fl ows 
through it and it is directly proportional to the voltage (potential difference). This law is valid 
at constant temperature and under identical physical conditions of the conductor, i.e.,

   V = R I (7.2)
  where, V = applied voltage in volts, I = current in amperes, R = resistance of the conductor 

in ohms

 • Resistance R It is a geometry (shape and size) and property-dependent factor of the material. 

   R =   
rl

 __ 
A

   =   l
 ___ 

s A
   (7.3)

  where, l is the length of the conductor in m, A is the cross-sectional area of the conductor in m2, r is 
the electrical resistivity in ohm-metre and s is the electrical conductivity which is the reciprocal of 
the resistivity r. Its unit is (ohm-metre)–1 or mho-m–1, mho is called as siemens S. 

 • Current Density J It is defi ned as the current fl owing per unit cross-section of the conductor, when 
the cross-sectional plane is held normal to the fl ow of the electric current. Its unit is A/m2 

   J =   I __ 
A

  

 • Electric Field E It is the applied potential drop (voltage) per unit length of the conductor of uniform 
cross-section. Its unit is Vm–1.

   E =   V __ 
l
  

 • Electrical Conductivity s We can obtain the microscopic form of Ohm’s law (J = sE) and hence it 
defi nes electrical conductivity s.

  We know that, V = IR and R =   l
 ___ 

s A
   

  So, V =   lI
 ___ 

s A
  

  Or,   I __ 
A

   = s   V __ 
l
  

  Or, J = s E

  \ s = J/E 
  Thus, electrical conductivity can be defi ned as the current density in a conductor per applied electric 

fi eld.
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 • Mobility m The drift velocity ud is proportional to the applied electric fi eld.
  \ ud a E
  \ md = m E 

  \ m =   
vd

 __ 
E

    

  Thus, we defi ne electron mobility of the conductor as the drift velocity of the electrons per unit elec-
tric fi eld. It indicates the ease with which electrons move in a conductor. In metals, it is of the order 
of 10–2 m2/Vs 

 • Relaxation Time t It is the duration in which the drift velocity of an electron decays to 1/e times 
of its initial velocity. It shows the time taken by the electrons in a conductor to return from non-
equilibrium condition to equilibrium condition, after the electric fi eld is switched off. It is also the 
average time lapsed between two successive collisions. It is inversely proportional to ud. Its value is 
of the order of 10–14s.

ELECTRICAL CONDUCTIVITY s

7.5.1 Relation with Relaxation Time

In the absence of an electric fi eld, motion of the free electrons is random just like molecules of a 
gas in a container, i.e., without any particular direction. But, when an electric fi eld is applied to a conductor, 
they move in such a manner as to drift slowly in the opposite direction to that of the applied electric fi eld, 
with an average velocity known as ud.
 When an electric fi eld is applied, the free electrons in any conductor experience a force eE. It is the cause 
for drift motion and acceleration of electrons in a conductor.
  F = eE

  ma = eE

or,  a =   eE
 ___ m  

 Consider an electron that has just collided with an ion core. The collision disturbs the tendency of drift of 
the electron in the presence of an electric fi eld. In the successive collision, its velocity changes and, therefore, 
we will consider average drift velocity ud.
  ud = a t

  vd =   eEt
 ____ m  

 Now mobility is m =   
vd

 __ 
E

  

    
vd

 __ 
E

   = m =   et
 __ m  

 If n is the charge carrier density or concentration or number of charge carriers per unit volume in a con-
ductor of length l, with cross-sectional area A then the current fl owing through the conductor is,

  I =   
Total charge fl owing through the conductor

    ___________________________________  
Time

  

7.5
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  I =   neAl
 ____ 

t
   vd

  I = neAvd

but, J =   I __ 
A

  

\  J =   neA
 ____ 

A
   vd

\  J = nevd

\  J = ne   eEt
 ____ m  

\  J =   ne2 t
 ____ m   E

 But, J = s E

\  sE =   ne2t
 ____ m   E

 Therefore, s =   ne2t
 ____ m   (7.4)

  s =   ne2t
 ____ m   =   ne

 ___ 
1
     et

 __ m   = nem

 Resistivity, r =   1 ____ 
nem  

 Thus, electrical conductivity s is directly proportional to the relaxation time and also directly pro-

portional to carrier concentration.

7.5.2 Relation with Temperature

The mean free time or relaxation time r can also be expressed in terms of mean free path l and average 
thermal velocity v as,

  t =   l __ v  

 The kinetic energy of an electron based on kinetic theory is given by,

    1 __ 
2
   mv2 =   3 __ 

2
   kBT

where kB is the Boltzmann constant 

\  m =   
3kBT

 _____ 
v2

   But, s =   ne2
 ___ m   t

\  s =   ne2t v2
 ______ 

3kBT
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\  s =   ne2
 ______ 

3kB Tv
   ln2

\  s =   ne2
 _____ 

3kBT
   lv (7.5)

 Thus, it is clear that the electrical conductivity s of the conductor decreases with increase in tempera-

ture. 

THERMAL CONDUCTIVITY

Heat conduction can be described as the transfer of heat (thermal) energy from the hotter part 
to the colder part of a material. Let us understand the mechanism involved and hence obtain the 
expression for thermal conductivity of conducting materials.

 • Heat transfer in solids may be provided through free electrons as well as through phonons (lattice 
vibrations).

 • Since there are no free electrons in insulators, heat transfer must be through phonons only. But, in 
metals and alloys, the heat transfer is mainly due to free electrons [contribution from phonons (elastic 
wave energy due to lattice vibrations in crystalline solids) is neglected in these types of materials].

 • To maintain charge neutrality of the material, equal numbers of electrons travel from hot to cold and 
from cold to hot parts.

 • The hot parts of the conductor possess and transfer a high energy, whereas the cold parts possess and 
transfer lower energy.

 • The heat transfer from hot to the cold parts of the conductor is directly proportional to the difference 

in the energies of the electrons and, hence, the temperature gradient   dT
 ___ 

dx
  .

 • Time rate of heat fl ow per unit cross-section area through which it fl ows is directly proportional to the 

temperature gradient   dT
 ___ 

dx
  .

 Thus,

    DH
 ____ 

A.D t
   a   dT

 ___ 
dx

  

where,   DH
 ____ 

A.D t
   = ft = thermal fl ux, i.e., time rate of heat fl ow per unit cross-sectional area .

\  ft = –K   dT
 ___ 

dx
  

where K is the proportionality constant called the thermal conductivity.
 The negative sign in the above equation indicates that the heat fl ows from the hot part to the cold part of 
the conductor. Thus, thermal conductivity K of any solid can be defi ned as the quantity of heat fl owing per 
unit time through a unit cross-sectional area and maintaining a unit temperature difference across the body. 

7.6



7.8
 Engineering Physics

7.6.1 Expression for Thermal Conductivity K 

Consider a thermal conducting material with uniform cross-section of area A as shown in Fig.7.2. Let the 
surface P be at a higher temperature T, and the surface Q be at a lower temperature T – dT. Let the distance 
of separation between the surfaces be l (mean free path). The electrons conduct heat from P to Q. During 
collision, the electrons near P lose their kinetic energy whereas the electrons near Q gain the energy. Let the 
density of electrons be n, the average thermal velocity is v.
 Now on the basis of kinetic theory of gases (for electron gas), the average kinetic energy of an electron at 

surface P is   3 __ 
2
   kBT.

 Similarly, the average kinetic energy of an electron at surface Q is   3 __ 
2
   kB(T – dT ).

 Therefore, the excess kinetic energy transferred by electrons from P to Q =   3 __ 
2
   kB dT

 Electrons have equal probability to move in all the six directions (± x, ± y, ± z). So, the number of electrons 

crossing unit area in unit time from P to Q =   1 __ 
6
   nv

 Therefore, the excess energy transferred from P to Q per unit area in unit time

   =   1 __ 
6
   nv ×   3 __ 

2
   kB dT =   1 __ 

4
   nvkB dT 

 Similarly, the defi ciency of energy carried from P to Q per unit area in unit time

   = –  1 __ 
4
   nvkB dT 

P Q

l

T dT–T

Fig. 7.3 Thermal conducting material with uniform cross sectional area A 

 The net energy transferred from P to Q per unit area per unit time is the rate of heat transfer H. Then,

  H =   1 __ 
4
   nvkB dT –  ( –   1 __ 

4
   nvkB dT ) 

  H =   1 __ 
2
   nvkB dT (7.6) 

 According to the defi nition of thermal conductivity,

  K =   H
 _____ 

 (   dT
 ___ 

dx
   ) 
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\  K =   H
 _____ 

 (   dT
 ___ 

l
   ) 

   (7.7)  

 But in this case dx = l 
 Substituting for H from Eq. (7.6) Eq. (7.7), we get,

  K =   
  1 __ 
2
   nvkB

 ______ 
  dT

 ___ 
l

  
   dT (7.8)

\  K =   1 __ 
2
   nvkB l (7.9)

 Thus, the thermal conductivity K is directly proportional to carrier concentration of the material, 

thermal velocity and mean free path.

 Temperature drop per unit heat fl ow RT =   dT
 ___ 

H
   is known as thermal resistance. It depends on both, the 

geometry as well as material. It is also expressed in terms of thermal conductivity K, length of the sample l 

and area of cross-section A as RT =   l
 ___ 

KA
   in kW–1.

WIDEMANN–FRANZ LAW

It is now well established that free electrons are responsible for both thermal and electrical con-
duction in the conducting materials such as metals and alloys. Then, it is reasonable to believe that 

the ratio of their conductivity   K __ s   should be universal constant (same for all conductors). In1853, 

Widemann and Franz observed experimentally and established the relation between these two conductivi-
ties. This law states that The ratio of thermal to electrical conductivity of a conducting material is propor-

tional to the absolute temperature and it is constant at a given temperature. 
 That means,

    K __ s   a T

    K __ s   = LT where L is called the Lorentz number. 

 Its value is 1.22 × 10–8 WW K–2

 We know that s =   ne2 lv
 ______ 

3kB T
   and K =   1 __ 

2
   nvkB l

\    K __ s   =   
nvkB l

 _______ 
2   ne2lv

 _____ 
3kB T
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   =   3 __ 
2
     
 k  

B
  2
  
 ___ 

e2
   T

   = LT

where, Lorentz number can be obtain by substituting the values of constants.

  L =   3 __ 
2
     (   kB

 __ e   )  2  =   3 __ 
2
     (   1.38 × 10–23

 ___________  
1.602 × 10–19

   )  2  = 1.12 × 10–8 WWK–2

 This classical value is only half of the experimental value. Using quantum theory, its value is obtained to 
be 2.45 × 10–8 WW K–2, which agrees well with the experimental value.
 This indicates that the assumption made in classical calculations that all the free electrons of a metal 
participate in thermal conductivity is not justifi able and requires some modifi cation. The quantum theory 
takes care of this and is most suitable for elimination of such discrepancies between theory and experimental 
results. Table 7.1 shows the electrical and thermal conductivities of some metals at 300 K. Theoretical cal-
culations suggest that the Lorentz number L which depends only on the universal constants kB and e, should 
be the same for all metals. This conclusion suggests that the electrical and thermal conductivities are closely 
related, which is to be expected, since both electrical and thermal current are carried by the same agent elec-
trons. Experimental values of L at 0°C and 100°C given in Table 7.1 are in good agreement with the theoreti-
cal predicted value.

Table 7.1 Electrical and thermal conductivity of some metals at 300 K

     Lorentz Number (L) (WΩK–2) × 10–8

 Sr. No. Metal s (Ωm)–1 × 107 K (Wm–1K–1) 0°C 100°C

 1 Au 4.47 295 2.35 2.4
 2 Ag 6.22 423 2.31 2.37
 3 Cu 5.82 387 2.23 2.33
 4 Al 3.65 230 2.01 2.06
 5 Cd 1.3 102 2.42 2.44
 6 Pb 0.48 35 2.47 2.56
 7 Zn 1.69 130 2.31 2.33

SUCCESS AND SHORTCOMINGS OF FREE-ELECTRON THEORY 

Success of Free-Electron Theory

 • It explains thermal and electrical conductivities of conductors.
 • Widemann–Franz law can be verifi ed.

 • Optical properties can be explained.
 • Ohm’s law can be verifi ed.

7.8
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Shortcomings of Free-Electron Theory

 • It is not able to explain the electrical conductivity of semiconductors and insulators.
 • The phenomena such as photoelectric effect, Compton effect and black-body radiation could not be 

explained by this theory. 
 • According to this theory, the Lorentz constant should be same at all temperatures for any conducting 

materials, but it does not hold true at low temperatures.
 • The Theoretical value of the molar specifi c heat of a gas at constant volumeand electronic specifi c 

heat of metals is not in agreement with their experimental value.
 • Mean free path of electrons in metals is of the order of 3 Å. However, the experimentally measured 

value is of the order of 50 Å. This suggests that electrons pass a long distance through lattice without 
collisions which is contrary to the assumption of this theory that the origin of resistivity is due to 
frequent collisions of electrons with the lattice ions.

 • It cannot explain the classifi cation of materials into conductors, semiconductors and insulators.

List of Important formulae for Problems

 1. The number of atoms, n, per cubic centimetre will be 
   n = Na d/M
where,  Na = Avogadro, number, 
   d = density of material,
   M = atomic mass of the element

 2. Resistance R =   
rl

 __ 
A

   =   l
 ___ 

sA
  

  where, is the length of the conductor in m, A is the cross-sectional area of the conductor in m2, r is the 
electrical resistivity in ohm-metre and s is the electrical conductivity which is reciprocal of resistiv-
ity

 3. Mobility of electrons, m =   et
 __ m  , m =   

vd
 __ 

E
   

 4. Electrical conductivity, s =   ne2t
 ____ m   = n e m, s =   ne2

 _____ 
3kBT

   lv

 5. Resistivity, r =   1 ____ 
nem  , r =   m

 ____ 
ne2t

  

 6. Thermal conductivity K, 

   K =   1 __ 
2
   nvkB l

 7. Thermal resistance RT =   l
 ___ 

KA
  

 8. Widemann–Franz Law,   K __ s   = LT

 9. Current density, J = nevd
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Solved Problems

1 Consider a copper wire having cross-sectional area of 10–5 m2 and carries a current of 1 A. Calcu-

late the drift velocity of electrons in a copper assuming each copper atom contribute one electron 

to the free electron gas. [Given: dCu = 8.969 × 103 kg m–3 At.wt. of Cu = 63.54 kg/kmol]

Solution The number of atoms, NO, per cubic centimetre will be 
  n = Na d/M

  n =   
Na d

 ____ 
M

  

   =   6.02 × 1026 × 8.969 × 103
  _____________________  

63.54
  

   = 8.5 × 1028 electrons/m3

 Current density is J = nevd

 Drift velocity vd =   J ___ ne  

   =   I
 ____ 

neA
  

   =   1  ____________________________   
8.5 × 1028 × 1.6 × 10–19 × 1 × 10–5

     = 7.3 × 10–6 m/s

2 An aluminium conductor has electron concentration of 18.06 × 1028 m–3. If the drift velocity of 

electrons in a conductor is 0.625 m/s, what is the current density? Hence calculate the mobility of 

the electrons. [Given: electrical conductivity of aluminium is 3.65 × 107 W–1m–1. 

Solution Given: n = 18.06 × 1028 m–3, vd = 0.625 m/s, s = 3.65 × 107 W–1m–1

 Current density J:
  J = nevd 
   = 18.06 × 1028 × 1.6 × 10–19 × 0.625
   = 1.806 × 1010 A/m2

 Mobility m: s = n e m

  m =   s ___ ne  

   =   3.65 × 107
  ______________________  

18.06 × 1028 × 1.6 × 10–19
  

   = 1.26 × 10–3 m2 V–1s–1



Conducting Materials 
7.13

3 The mobility of electrons in a copper is 4.16 × 10–3m2/Vs, and the drift speed is 1.75 × 10–3m/s if 

electric fi eld E is applied. Calculate the strength of the fi eld.

Solution Electric Field from the following relation:
  vd = m E

  E =   
vd

 __ m  

   =   4.16 × 10–3
 __________ 

1.75 × 10–3
  

   = 2.38 V/m

4 The electrical conductivity of Zn is 1.69 × 107 W–1m–1 and conduction electrons per m3 is 13.1 × 

1028m–3. Calculate the relaxation time of the conduction electrons.

Solution

  s =   ne2t
 ____ m  

  t =   ms
 ___ 

ne2
  

   =   9.1 × 10–31 × 1.69 × 107
  _______________________   

13.1 × 1028 × (1.6 × 10–19)2
  

   = 4.58 × 10–15 s

5 Calculate the electrical conductivity of copper. Given atomic weight, density and relaxation time 

as 63.5, 8.9 × 103 kg/m3 and 2.48 × 10–14 s respectively. (June 2009, 5 marks)

Solution Given: M = 63.5, d = 8.9 × 103 kg/m3 and t = 2.48 × 10–14 s

  n =   
Na d

 ____ 
M

  

   =   6.023 × 1026 × 8.9 × 103
  ____________________  

63.5
  

   = 8.44 × 1028 electrons/m3

 Electrical conductivity s:

  s =   ne2t
 ____ m  

   =   
8.44 × 1028 × (1.6 × 10–19)2 × 2.48 × 10–14

    __________________________________   
9.1 × 10–31

  

   = 5.88 × 107 W–1 m–1
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6 Calculate the thermal conductivity of copper, if its electrical conductivity at the temperature 300 

K is 5.82 × 107 (W m)–1. (Given: Lorentz number is 2.33 × 10–8 W W K–2)

Solution Given: T = 300 K, s = 5.82 × 107 (W m)–1

    K __ s   = LT

  K = s LT

   = 5.82 × 107 × 2.33 × 10–8 × 300
   = 406.82 W/mK

7 Calculate the thermal conductivity of Ag at 300 K having free electron density 5.85 × 1028 

m–3. The thermal velocity of silver at 300 K is 1.4 × 105 m/s and the mean free path of 7.48 

nm. [Given: kB = 1.38 × 10–23 JK–1]

Solution Given: T = 300 K, n = 5.85 × 1028 m–3, v = 1.4 × 105 m/s, l = 7.48 nm

  K =   1 __ 
2
   nvkB l

   =   1 __ 
2
   × 5.85 × 1028 × 1.4 × 105 × 1.38 × 10–23 × 7.48 × 10–9

   = 422.7 Wm–1K–1

8 An aluminium disk of electrical conductivity 3.65 × 107 (W m)–1 conducts heat from a heat source 

to a heat sink at a rate of 10 W. Its radius is 13 × 10–3 m and thickness is 35 × 10–3 m. Calculate 

the thermal conductivity and thermal resistance at 300 K. [Given Lorentz no. L = 2.06 × 10–8 

W W K–2]

Solution Given: Electrical conductivity,
  s = 3.65 × 107 (W m)–1

  Temperature T = 300 K, 
 Radius is 13 × 10–3 m, so area of cross-section A = 5.309 × 10–4 m2 and thickness is 35 × 10–3 m
 Thermal conductivity K:

  K = s LT

   = 3.65 × 107 × 2.06 × 10–8 × 300

   = 225.57 Wm–1K–1

 Thermal resistance RT:

  RT =   l
 ___ 

KA
   =   35 × 10–3

  __________________  
225.57 × 5.309 × 10–4

   = 0.2922 KW–1
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Multiple-Choice Questions

 1. Unit of Lorentz number is
 (a) watt.ohm/deg2 (b) watt/ohm. deg2

 (c) no unit (d) watt. deg2/ohm
 2. The ratio of thermal and electrical conductivity 

of any conductor is
 (a) inversely proportional to temperature
 (b) directly proportional to temperature
 (c) negative
 (d) independent of temperature
 3. The limitations of classical free-electron theory 

is due to application of 
 (a) Maxwell–Boltzmann statistics
 (b) Fermi–Dirac statistics 
 (c) Bose–Einstein statistics
 (d) none of the above
 4. If the material has a conductivity 10–12 

(Ohm cm)–1, it will be 

 (a) a conductor ( b) an insulator
 (c) a semiconductor (d) a superconductor
 5. Mean free path of electrons in metals is of the 

order of 
 (a) Å (b) cm 
 (c) tens of Å (d) hundreds of Å

 6.   s __ 
k
   of any conductor is

 (a) inversely proportional to temperature
 (b) directly proportional to temperature
 (c) negative
 (d) independent of temperature
 7. Electrical or thermal conductivity of a conductor 

like metals and alloys is due to 
 (a) all the electrons present in it
 (b) only free electrons of the conductor
 (c) none of the above
 (d) protons present in metals

Answers to MCQ

 1 (a) 2 (b) 3 (a) 4 (b) 5 (c) 6 (a) 7 (b)

Practice Problems

1. For a given metal, the relaxation time of electrons 
is 10–14s at 300 K and electron density is 6 × 1028 m–3. 
Calculate the electrical conductivity of the metal.

[1.7 × 107 W–1 m–1]

2. Determine the electrical conductivity of copper if 
the relaxation time at 300 K is 2 × 10–14s. Electron 
density in Cu is 8.5 × 1028 m–3 [4.8 × 107 W–1m–1]

3. The electrical resistivity of copper at 300 K is 
1.72 × 10–8 Wm. Find the thermal conductivity of 
copper. [Given: Lorentz no. 2.26 × 10–8 WWK2.

[394W/mK]

4. Find the free electron concentration in silver 
assuming one free electron per atom. 

[Given: At.wt. of Ag: 108, dAg = 105 × 103 kg/m3]
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Short-answer Questions

1. Why does wood have smaller heat conductivity 
than copper?
2. What are the implications for the semiconductor 
industry that silicon has a relatively good heat con-
ductivity?
3. What are the limitations of the Drude–Lorentz free 
electron theory?
4. Defi ne and explain giving their units: relaxation 
time, mean free path, mobility, drift velocity, thermal 
conductivity, electrical conductivity, current density.
5. What is Lorentz number? What is its unit? Give its 
signifi cance.

6. State Widemann–Franz law.
7. Explain clearly conduction electrons, free elec-
trons and bound electrons.
8. What are the successes of free electron theory?
9. List out the basic assumptions of classical free-
electron theory.
10. Why does resistivity increase as temperature of 
the conductor increases?
11. Explain the statement ‘The average thermal speed 
is very large but average velocity
 is zero’.
12. Explain the drift motion of electrons.

Long-answer Questions

1. Obtain an expression for electrical conductivity 
based on free-electron theory and hence establish the 
relationship between thermal and electrical conduc-
tivities.
2. Explain free-electron theory of metals and derive 
an expression for (a) electrical conductivity (b) ther-
mal conductivity 

3. State and deduce Widemann–Franz law. Give pos-
tulates, success and shortcomings of free–electron 
theory .
4. State and explain Ohm’s law hence derive its point 
form (J = s E). Show that electrical conductivity s is 
directly proportional to the relaxation time and also 
directly proportional to carrier concentration.

Questions From Previous Exams

 (i) Discuss the important postulates of free electron theory of metals. (GTU- Jan’ 2009) 
  (Refer Section: 7.3b)
 (ii) Explain the classical free electron theory of metal. (GTU- Jan’ 2010)

  (Refer Section: 7.3)
 (iii) What are the success and drawback of classical free electron theory? (GTU- Jan’ 2010) 

  (Refer Section: 7.8)
 (iv) Derive an expression for electric conductivity. State and deduce Wiedeman–Franz law. 

    (GTU- June’ 2010)

  (Refer sections: 7.5 and 7.7)
 (v) Give the success and drawbacks of classical free electron theory. (GTU- June’ 2010) 
  (Refer Section: 7.8)
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Applications

Imagine that you are not getting any electricity bill or the bill is 

suddenly and drastically reduced to an unbelievable value. Imag-

ine trains are moving with supersonic speed without effectively 

consuming any electrical energy, or huge iron loads being lifted 

with minimum effort, a dream for steel industries. What is imagi-

nation today can be a reality tomorrow if superconductivity is pos-

sible at room temperature and above. To make such dreams pos-

sible we should understand this exciting property of materials, i.e., 

superconductivity.

INTRODUCTION

One of the most unusual and interesting properties of sol-
ids that certain metals and alloys exhibit is almost zero 
electrical resistivity, i.e., infi nite electrical conductivity 

when they are cooled to suffi ciently low temperatures. The phenom-
enon of reduction in the value of electrical resistivity to zero is known 
as superconductivity.
 Superconductivity was fi rst observed in mercury by Professor 
Heike Kamerlingh Onnes of the University of Leiden in 1911. He 
was probing the contemporary view that the electrical resistance of 
a metal arises due to two components. First, the resistance arises as 
a result of the scattering of the conduction electrons by the thermal 
vibrations of the metallic atoms and second, due to their scattering by 
the impurities in the metal. Naturally, the resistance should decrease 
with temperature as the thermal vibrations decrease with decrease 
in temperature. Therefore, the scattering of conduction electrons 
are reduced and hence the resistance of the material should decrease 
and should vanish at 0 K as thermal vibrations cease. The second 
component of resistance due to scattering of conduction electrons 

8.1



8.2
 Engineering Physics

with impurity was regarded as essentially independent of temperature as there is no change in the impurity 
level with decrease in temperature.
 Mercury was chosen to test the fi rst hypothesis since a very high level of purity can be obtained by 
repeated distillation of it; and when it was found that the electrical resistivity of mercury below the boiling 
point of helium (4.2 K) was less than 10–11 times of its value above that temperature, it was thought that the 
hypothesis had been confi rmed. Investigations showed that the resistivity, instead of decreasing continuously 
with decreasing temperature, disappeared sharply at 4.15 K (Fig. 8.1(a)) and that this behaviour was not 
affected by the presence of impurities. The existence of a new state of mercury characterised by the absence 
of electrical resistivity came to be recognised and to be known as the superconducting state. After two 
years, in 1913, Kamerlingh Onnes was awarded the Nobel Prize for this discovery.
 The temperature at which the metal had passed into the superconducting state is known as the supercon-

ducting transition temperature (Tc ). Onnes in 1914 performed a similar experiment on a coil of lead and 
established a ‘persistent current’ in it below 7.2 K. This discovery of superconductivity opened up tremen-
dous curiosity about the scope and nature of the phenomenon.
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Fig. 8.1 (a) Variation of resistance with temperature for mercury (b) Resistivity variation with temperature for normal
   metal and a superconductor

TRANSITION TEMPERATURE AND A SURVEY OF SUPERCONDUCTIVITY

Superconductivity has now been observed in many metals, and several hundreds of alloys 
and compounds. The temperature at which the resistance disappears in zero magnetic fi eld, is 
called the transition temperature Tc. The transition from the normal conducting state to the 

superconducting state can be exceedingly sharp in suitable circumstances (long cylindrical sample, pure 
metal, low measuring current) , the whole change taking place within a few ten-thousandths of a degree. 
The resistance becomes zero only when the current is steady or varies slowly. If the current fl uctuates 
or alternates, small absorptions of energy occur which is roughly proportional to the rate of alternation. 
When the frequency alternation rises above 10 MHz, appreciable resistance arises, and at infrared frequen-
cies (1013 Hz), the resistivity is the same in the normal and superconducting states, and is independent of 
temperature.

8.2
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 Kamerlingh Onnes observed that as the measuring current is increased, transition temperature (Tc ) falls, 
and also that at any temperature below Tc, the superconductivity could be destroyed by the application of a 
magnetic fi eld exceeding a critical value (Hc ). These effects are related, because the lowering of temperature 
Tc by the current is due to the magnetic fi eld produced by the current, and at any temperature below the transi-
tion temperature in a zero magnetic fi eld, the superconductivity can be destroyed by raising the current above 
a critical value.

Table 8.1 Superconducting elements

  Element Tc(K) Hc (Am−1) × 10 3 Type of superconductor

 1 Al 1.196 7.9 I
 2 Ga 1.09 4 I
 3 Zn 0.79 3.8 I
 4 Sn 3.72 24.5 I
 5 Ta 4.48 67 II
 6 Nb 9.25 156 II
 7 Hg 4.12 33 I
 8 V 5.1 105 I

 Table 8.1 gives critical temperatures Tc(K) and the critical fi elds Hc(A/m) at 0 K of many pure metals. 
These elements show large resistivities in the normal state. It is observed that bismuth, antimony and tellu-
rium become superconducting under high pressure.
 A large number of superconducting, intermetallic compounds are known so far. The majority of them con-
tain at least one superconducting component. Certain types of lattice, notably the sodium chloride structure, 
the nickel arsenide structure and the beta tungsten structure, are particularly common among superconducting 
compounds, which suggests that the properties of the lattice are signifi cant, as well as those of the conduction 
electrons. This suggestion is supported by the behaviour of tin, which is superconducting in the a (base centre 
tetragonal) form, and not in the b (diamond-type) form. Some of the superconducting compounds have a high 
transition temperature of around 20 K.
 Certain metals having low melting points and are mechanically soft and easily obtained in pure, strain-free 
condition, display similarities in their superconductive behaviour. They are distinguished as ‘ideal’, ‘Type I’ 
or ‘soft’ superconductors.
 The behaviour of many alloys and some of the more refractory superconducting metals is more complex 
and individual, with respect to the way in which the superconductivity is affected by a magnetic fi eld. These 
materials are termed as ‘Type II’ superconductors; or, if the superconductivity can be retained in high mag-
netic fi elds, as ‘hard’ or ‘high fi eld’ superconductors. Superconducting materials may be either Type I or 
Type II.

MECHANISM OF SUPERCONDUCTIVITY: BARDEEN, COOPER 
AND SCHRIEFFER (BCS THEORY)

The successful theoretical explanation regarding the mechanism of superconductivity has been 
developed over many years with the fi rst satisfactory explanation given by Bardeen, Cooper and 8.3
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Schrieffer (BCS theory) in 1957. They explain superconductivity on the basis of formation of pairs of elec-
trons, called Cooper pairs, which is a spatial state of affairs existing between the conduction electrons.
 According to Coulomb force, two electrons in free space will mutually repel each other but in the solid 
state of matter, the force between the two electrons will be modifi ed by the interaction of the electrons 
with the crystal lattice. In certain substances, the lattice interaction is so large that Coulomb repulsive force 
between electrons becomes modifi ed into an attractive force binding certain electrons together into what are 
called Cooper pairs. For two electrons to become bound into a Cooper pair, they must be in the equilibrium, 
which means no current should be fl owing between them and they should be having equal but opposite 
momentum.
 On the basis of quantum mechanics in normal metals, plane electron waves, known as de Broglie waves, 
are assumed to propagate in the direction of motion of the electrons. The free electron gas in a metal can thus 
be considered as a superposition of several such de Broglie waves. Without any external electric fi eld, these 
waves are refl ected randomly by the surface of the crystal and there is no net electric current. If an external 
electric fi eld is present, an additional wave component in the direction of the fi eld arises and a fi nite current 
starts fl owing. For an ideal crystal (no imperfections), there will be zero electrical resistivity (or infi nite con-
ductivity). But in real metals, phonons (lattice waves/vibrations) and defects such as impurities and vacancies 
act as scattering centres for the de Broglie waves, giving rise to a fi nite resistance. At high temperatures, pho-
non scattering plays a major role, while at low temperatures, scattering from static defects predominates.
 The above fact can also be understood as follows. In an ordinary conductor, the behaviour of an electron 
is governed by two important principles. Only certain energies are permitted and no two electrons can have 
the same state. Electrons with the same energy will have opposite momenta. Let us consider a simplifi ed 
one-dimensional solid. The two electrons with the same energy can have momenta of equal magnitude but of 
opposite sign, indicating that one electron will be directed to the right and the other to the left. Under normal 
equilibrium conditions when no current is fl owing, the energy levels will be fi lled from the bottom upwards, 
with the pair of electrons of opposite momentum in each energy level. Therefore, equal numbers of electrons 
moving to the left and to the right produce zero net electron drift. Now if an electric fi eld is applied to the 
solid, the motion of the electrons is modifi ed. The electrons have a net energy gain from the electric fi eld 
produced by a battery and there will now be more electrons with momentum directed to the right, say, than 
to the left, and a current is produced. Electrons having momentum to the right will occupy energy levels up 
to a greater height than electrons with opposite momentum to the left. Any of the electrons may collide with 
a phonon (a quantum of acoustic or vibrational energy associated with lattice vibrations), provided that the 
phonon energy and the conditions of the collision are such that the electron after collision still has permitted 
values of energy and momentum. The phonons in the material are moving at random, therefore, when a cur-
rent is fl owing, the effect of electron collisions with phonons is to destroy the net momentum of the electrons 
in the direction of the current fl ow. The effect of electron–phonon collisions is known as resistance to fl ow of 
current offered by a material and to remove electrons from high energy states with momentum directed to the 
right, to lower energy states with momentum to the left. The process continues till the original equilibrium is 
restored with equal number of electrons moving to the right and left, thereby no current fl ows.
 Bardeen, Cooper and Schrieffer showed that the mechanism of superconductivity is entirely different from 
that of conductivity in normal, pure metals and is associated with the pairing of conduction electrons into 
what are known as Cooper pairs. An electron moving through a crystalline lattice draws ions towards it, a sit-
uation which attracts another electron. As far as the temperature is kept low enough, the energetically favour-
able electron pairing is not broken up, and the correlation of the conduction electrons gives rise to an almost 
infi nite conductivity. The only requirement is the presence of a strong electron-lattice (i.e., electron–phonon) 
interactions.
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 This indicates that for superconducting materials, the interaction of electrons and phonons is modifi ed by 
the fact that the electrons may no longer be independent, but may be bound together in Cooper pairs which 
can drift through the lattice when current fl ows. If either of the electrons in a Cooper pair is to be scattered 
by a collision with its momentum in the direction of current fl ow to be changed, the phonon must provide 
suffi cient energy to break the bond holding the pair of electrons together in addition to the ordinary criteria 
pertaining to allowed energy and momentum before and after collision. At suffi ciently low temperatures, 
the number of phonons in the material possessing suffi cient energy to disrupt a Cooper pair becomes very 
small, and such pairs may pass through the lattice without scattering, i.e., these electrons experience zero 
resistance.
 In other words, from the quantum mechanical calculation, the free energy is decreased, provided a Coo-
per pair involves electrons with opposite velocities (or momentum) and the lattice serves as the medium for 
exchange of momentum. Actually, electrons are being continuously exchanged between the Cooper pairs. 
Nevertheless, the transition to the superconducting state requires only that a suffi cient number of electrons 
should condense into the paired state. At 0 K, all the conduction electrons are paired, but with increasing 
temperature, the number of pairs decreases. It was shown by Anderson that nonmagnetic impurities do not 
usually destroy superconductivity. Therefore, this phenomenon could be observed even for slightly impure 
samples. Still due to the presence of magnetic impurities, the superconducting transition temperature is low-
ered and/or it can suppress superconductivity completely.
 A Cooper pair may be considered as a new particle having twice the mass and charge of an electron. For 
the superconducting state, the electrical current is due to the motion of several Cooper pairs in the same direc-
tion with the same velocity; only a single de Broglie wave can then be regarded as collectively representing 
these Cooper pairs. Because the momentum of the Cooper pairs is small, a given current corresponds to only 
a small velocity of the wave. Consequently, the wavelength of the de Broglie wave becomes very large, scat-
tering from imperfections rarely occurs, and the conductivity tends to infi nity:

Properties of superconductors

A few important properties of superconductors are stated below:
 1. The current in the superconductors persists for a very long time. It can be demonstrated by laying a 

ring-type superconductor in a magnetic fi eld and lowering its temperature below a critical tempera-
ture Tc and then removing the fi eld. It is observed that the current which is set up persists over a period 
longer than two years without any attenuation.

 2. The magnetic fi eld does not penetrate into the body of the superconductor. This property is known as 
the Meissner effect. It provides the fundamental characterisation of superconductivity. The supercon-
ductor becomes a normal conductor when the magnetic fi eld B is greater than a critical value Bc(T ). 
Bc (T ) is zero at T = Tc and has the largest value B0 at T = 0 K [Fig. 8.2(a)].

 3. The specifi c heat of the material shows an abrupt change at T = Tc, jumping to a large value for T  < Tc. 
[Fig. 8.2(b)].

 4. If the current through the superconductor is increased beyond a critical value Ic (T ), the superconduc-
tor again becomes a normal conductor.

 5. Certain materials are found to exhibit the superconductivity phenomenon on increasing the pressure 
over them, e.g., cesium is found to become a superconductor at Tc = 1.5 K if the pressure applied is 
110 kbar. If stress increases in a superconductor, the critical temperature Tc also increases.

 6. The Tc value is lowered if the impurities are added to superconducting elements.
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 The general features of the superconducting materials are as stated below:
 (a) Good conductors at room temperature are not superconductors, and superconducting metals are not 

good conductors at room temperature as the normal metals.
 (b) Magnetic materials, like ferromagnetic and antiferromagnetic metals, do not show superconductiv-

ity.
 (c) Monovalent metals do not exhibit superconductivity.
 (d) Amorphous thin fi lms of Be, Bi and Fe exhibit superconductivity below Tc.
 (e) Bismuth, antimony and tellurium become superconducting under high pressure.
 The superconducting properties of some selected compounds are shown in Table 8.2.

 Table 8.2 For superconducting compounds and alloys, their critical temperature Tc and critical magnetic
fi eld Hc (at 0 K)

  Compounds and Tc (K) H0 (Am−1) × 10 6 Type of superconductor
  alloys

 1 Nb–44%Ti 10.5 9.5 II
 2 NbN 16.0 8 II
 3 Nb–25%Zr 10.8 5.6 II
 4 V3Si 17.0 13 II
 5 Nb3Sn 18.5 16 II

THE EFFECT OF A MAGNETIC FIELD

It is observed experimentally that the superconducting state of a metal exists only in a particular 
range of temperature and magnetic fi eld strength. The most essential condition for superconduc-
tivity in a metal is that a given combination of temperature and magnetic fi eld strength should 

be less than their critical values Tc and Hc. This indicates that if the temperature of the specimen is raised 
above its Tc, superconductivity will disappear, and the same is true if a suffi ciently strong magnetic fi eld is 
employed above Hc. The critical value of the applied magnetic fi eld necessary to destroy superconductivity 
and restore the normal resistivity is denoted by Hc(T ) and is a function of temperature. At the critical tem-
perature Tc , the critical fi eld Hc(T ) is zero.
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FIg. 8.3 Variation of critical fi eld HC as a function of temperature T

 Figure 8.3 depicts the variation of critical fi eld as a function of temperature for some elements. The curves 
represented in Fig. 8.3 are nearly parabolic and can reasonably be represented by the relation

  Hc = H0  [ 1 –   (   T __ 
Tc

   )  2  ]  (8.1)

where Hc is the critical fi eld strength at the temperature T, H0 is the maximum critical fi eld strength occurring 
at absolute zero, and Tc is the critical temperature or the highest temperature to exhibit superconductivity. 
Thus, the above equation fi xes a curve which separates the normal region of the magnetic fi eld– temperature 
diagram and the superconducting region of the metal.
 The critical fi eld curves for a number of pure metals are shown in Fig. 8.3. The surprising paradox of 
superconductivity arises from these curves. Consider lead at absolute zero temperature; the critical magnetic 
fi eld of lead is 650 A cm–1. This indicates that in the absence of lattice vibrations which has ceased at absolute 
zero, an increase in the energy content of the metal equivalent to a fi eld of 650 A /cm quenches superconduc-
tivity. The energy density is 240 J m– 3 or 10 –7 eV/atom. Contrary to this, in zero magnetic-fi eld strength, the 
critical temperature of lead is 7.175 K, which corresponds to a lattice energy of about 8 × 10– 4 eV/atom. This 
indicates that the magnetic energy required to raise the electrons of lead from the superconducting state to the 
normal state is only one ten-thousandth of that required to normalise the superconducting state by thermal 
energy. This is the paradox that any successful theory of superconductivity must explain. We must fi rst briefl y 
review the quantum electronic model of a metal to understand the origin of this phenomenon.
 The magnetic fi eld which changes a superconductor to a normal conductor from a superconducting state 
is not needfully an external applied magnetic fi eld. It may arise as a result of electric current fl ow in the con-
ductor. For a long superconducting wire of radius r, the superconductivity may be destroyed when the current 
exceeds the critical value Ic which at the surface of the wire will produce a critical fi eld Hc given by
  Ic = 2p rHc (8.2)
 This is called Silsbee’s rule.

MEISSNER EFFECT

If we assume that zero resistance is the only basic property of a superconductor and other proper-
ties are derived from the perfect electrical conductivity, we would be wrong. This can be under-
stood from the following hypothetical experiment.

8.5
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Consider a perfect conductor (having zero resistance) kept in an external magnetic fi eld. There will be no 
change in the distribution of the magnetic fi eld, either inside or outside the material if a solid block of material 
is fi rst placed in an external magnetic fi eld and is then brought into the perfectly conducting state.
 On removal of the external magnetic fi eld, a surface current on the block will be induced to keep the inte-
rior magnetic fi eld at its original value. But since the material is a perfect conductor, this surface current will 
never die out and the magnetic fi eld remains trapped inside the perfect conductor.
 The situation will be different if a material is a superconductor instead of a normal conductor. Let the 
experiment be repeated with a superconductor. A solid block of material in the normal state is kept in an 
external magnetic fi eld. So the magnetic fi eld will penetrate the block in the ordinary way depending on the 
permeability of the material. Now, on reducing the temperature below certain value so that the material is 
brought into the superconducting state, the internal magnetic fi eld is at once expelled out. This phenomenon 
is known as the Meissner effect and is an essential property of the superconductor, but not for the perfect 
conductor. The superconductor is thus characterised by two essential independent properties (i) electrical 
resistivity of a superconductor is zero, and (ii) magnetic induction inside a superconductor is zero. This 
implies that inside the superconductor,
   

 _
 
›
 B   = m0 ( 

 __
 
›
 H  +  

 __
 
›
 M ) = 0 (8.3)

 Considering the magnitude of the fi elds now,

fi  m0 H  ( 1 +   M __ 
H

   )  = B = 0 (8.4)

fi  m0 H(1 + c) = B = 0
  or

  H + M =   B ___ m0
   = 0

i.e., M = –H

 Therefore, a material exhibiting superconducting property is a perfect diamagnetic material whose mag-
netic susceptibility c is,

  c =   M __ 
H

   = –1

 This important result cannot be inferred from the characterisation of a superconductor as a medium of 
zero resistivity.
 Again, from the relation between current density and electric fi eld, known as Ohm’s law, we can write
   

 _
 
›
 E   =  

 _
 
›
 J  r (8.5)

 Therefore, zero resistivity imposes the value of r = 0, while current density  
 _
 
›
 J   remains fi nite; hence the 

electric fi eld vector  
 _
 
›
 E   must be zero. Now Faraday’s law of electromagnetic induction gives a direct relation 

between an electric fi eld and the rate of change of a magnetic fi eld of induction  
 _
 
›
 B   producing it. This law is 

written in vector form as

   
 __

 
›
 —  ×  

 _
 
›
 E   = Curl E = –  [   d 

 _
 
›
 B   ___ 

dt
   ]  (8.6)

 Equation (8.6) describes the relation between emf and rate of change of magnetic fl ux through an 
area, i.e.,

  e =   
dfB

 ____ 
dt
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 For the zero resistance state, since  
 _
 
›
 E   = 0, we have

    d 
 _
 
›
 B   ___ 

dt
   = 0; where  

 _
 
›
 B   = constant

 This implies that the magnetic fi eld cannot change, hence the magnetic fl ux through the metal cannot 
change on cooling through the transition. This contradicts the Meissner effect and suggests that perfect dia-
magnetism and zero resistivity are two independent essential properties of the superconducting state.
Thus, the conditions defi ning the superconducting state are
 E = 0 (from the absence of resistivity, i.e., r = 0), and
 B = 0 (from the Meissner effect)

Type I superconductor

–M

0

(a)

Hc H

(b)

(i) H < Hc

(ii) H > Hc

Fig. 8.4 (a) Magnetism M vs. applied magnetic fi eld H for a perfect superconductor (b) Magnetic fi eld confi guration
   for a spherical superconductor in an applied fi eld with H < Hc and H > Hc

 In several applications, Type II superconductors are widely used. In these type of superconducting mate-
rials, the magnetic fl ux does not penetrate (i.e., B = 0) up to a critical fi eld Hc 1, called the lower critical 

magnetic fi eld. For fi elds greater than or equal to Hc 2, the superconductivity is completely destroyed and the 
normal state is obtained, where Hc 2 is called the upper critical magnetic fi eld. For magnetic fi elds between 
the range Hc 1 and Hc 2, the magnetic fl ux partially penetrates the superconducting materials although it is still 
in the superconducting state. The state within the fi elds Hc 1 and Hc 2 is called the mixed state, i.e, both normal 
and superconducting states.
 The value of critical fi eld for Type II superconductors may be 100 times more or even higher than that for 
Type I superconducting materials. Ta, V and Nb are examples of Type II superconductors, and Al, Zn, Hg and 
Sn are some examples of Type I superconductors.

Superconductor

Mixed Normal

–M

0 Hc1 Hc2
H

Fig. 8.5 Magnetisation curve for Type II superconductor
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 Three important factors defi ne a superconducting state—critical temperature Tc, 
critical current density Jc, and critical magnetic fi eld Hc. Each of them depends on 
the remaining two. To keep a material in the superconducting state, it is required to 
have all of them to remain below their critical values which depend on the mate-
rial.
 The highest values for Hc and Jc occur at 0 K, while the highest value for Tc 
occurs when H and J are zero. Thus, the plot of all these three parameters represents 

a critical surface. The relationship between Hc , Jc and Tc is shown in the phase diagram of Fig. 8.6. Within 
the surface, the material is superconducting and outside the surface the material is said to be in the normal 
state.

Comparison of type I and type II superaconductor:

  Type I superconductor  Type II superconductor

 1. They are known as soft superconductors. 1. They are known as hard superconductors.
 2. One critical fi eld Hc exists which is very low. 2. Two critical fi elds Hc1 and Hc2 exists which are very
    high.

 3. Perfcet and complete Meissner effect is observed. 3. Meissner effect is not observed perfectly and
    completely.

 4. Due to very low fi eld values, only limited 4. Due to higher fi eld values, large number of applications
   applications are possible.  are possible.

 5. Examples are Hg, Zn, Pb 5. Examples are Nb3, Ge, Y1 Ba2 Cu3O7

THERMAL CONDUCTIVITY

The results of thermal conductivity in superconductors were discussed by Prof. Hulm and others. 
The observations in ideal superconductors show a remarkable decrease in the thermal conductiv-
ity which suggests that the electronic contribution to thermal conductivity drops. The implica-

tion is that possibly there is no role of electrons in the 
superconducting state for heat transfer. Results for a 
specimen of tin are given in Fig. 8.7.
 It is observed experimentally that the thermal con-
ductivity of superconductors undergoes a continuous 
change between the two phases and is usually lower 
in the superconducting phase. The thermal conductiv-
ity of tin is 34 W cm–1 K–1 at 2 K for the normal phase 
and 16 W cm–1 K –1 for the superconducting phase. 
Now at 4 K there is no superconducting phase for tin 
as the transition temperature Tc = 3.73 K and at 4 K 
the thermal conductivity is 55 W cm–1 K–1.

8.6
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PENETRATION DEPTH OF A MAGNETIC FIELD IN A SUPERCONDUCTOR

Let us have a deeper insight into the surface of a 
superconductor on which such important phenom-
ena are observed in Fig. 8.8. The fi gure depicts the 

boundary between a superconductor having area on the left 
and a magnetic fi eld shown by the arrows on the right. Circles 
with points inside show the surface superconducting current 
fl owing outwards out of the page. The fi eld falls smoothly and 
exponentially with increasing depth from the surface, and the 
distance at which its strength falls by e times its original value 
is defi ned as its penetration depth lL.
 Along the boundary, the superconducting current fl ows 
which screens the magnetic fi eld and does not let it go inside 
the material (on the left side of the fi gure). This current fl ows 
in a near-surface layer. If this layer is narrowed, the current 
density increases, leading to the destruction of the material. 
But once the screening current is distributed over a certain thickness, the magnetic fi eld penetrates the same 
distance inside the superconductor and gradually decreases. Figure 8.8 indicates that the behaviour of the 
external magnetic fi eld strength and the current density depend on the distance inside the superconductor 
from the fl at boundary of the superconductor. Both these quantities gradually decrease with depth into the 
material, the corresponding depth being customarily denoted by lL, called the London penetration depth 
(after the London brothers who introduced this quantity).
 The penetration depth lL appears to be different for different superconductors. It depends on the proper-
ties of the material. Its values for several superconductors are listed in Table 8.3.

Table 8.3 Penetration depth lL (Å) at 0 K

 Superconductor lL (Å)

 Tin 510
 Aluminium 500
 Lead 390
 Mercury 380 – 450
 Niobium 470
 Thallium 920
 Indium 640

 The tabulated lL values refer to zero temperature T. They refl ect the fi eld penetration, as it was, for ‘maxi-
mum’ superconductivity when all the electrons become ‘superconducting’ and the ‘normal’ electron liquid 
disappears. As the temperature is raised from zero to a critical value, lL increases. The disappearance of 
superconductivity upon heating can be imagined as the increase of penetration of the magnetic fi eld until it 
fi nally captures the whole of the sample at a critical temperature (see Fig. 8.9).
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Fig. 8.8 The penetration depth inside the
   superconducting body from the
   surface with the surface current is
   indicated by circles at the right bottom
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 The numerical values of the penetration depth are given 
in angstroms (Å). Typically, the distances between atoms in 
crystals make up several angstroms, and a change of these 
distances even by one hundredth of an angstrom may play an 
important role for the properties of the crystals. The penetra-
tion depth proves to be much larger than these inter-atomic 
distances. The domain of penetration of the magnetic fi eld, 
and of the superconducting current, extends to hundreds and 
thousands of atomic layers. It cannot be ‘too’ thin, otherwise, 
the superconducting properties will ‘not have enough time’ to 
appear because superconductivity is a property of the whole 
system of atoms and electrons rather than the individual ones. 
However, from the point of view of ordinary dimensions, the 
penetration depth is suffi ciently small: lL ~ 10– 6 – 10– 5 cm. 
Values amounting to several millionths of a centimetre fully 
justify the use of the words ‘forcing out to the surface’. We 
observe this in experiments with ‘thick’ samples.
 F London and H London (1935) described the Meissner 
effect and zero resistivity by combining the two conditions 
(from the absence of resistivity) and (from the Meissner 
effect) to Maxwell’s electromagnetic equations. They pre-
dicted that the applied fi eld does not suddenly drop to zero at 
the surface of the superconductor, but decays exponentially 
according to the equation

 H = H0  e 
–   x __ 

ll

  
  (8.7)

where H0 is the value of magnetic fi eld at the surface and lL is the penetration depth, the distance for H to fall 
from H0 to (H0 /e) as shown in Fig. 8.10.
 Thus, the presence of surface currents and associated magnetic fi elds will obviously have a profound 
effect on the properties of thin fi lm superconductors, or indeed of any superconductors whose dimensions are 
comparable to the penetration depth.

THE ENERGY GAP AND SPECIFIC HEAT

As shown in Fig. 8.11(a), the density of free electron states continuously changes with energy, 
and at temperature 0 K every state is occupied up to the Fermi level EF . In case of superconduc-
tors, still those electrons which produce supercurrents are in even lower energy states. When the 

temperature is below the critical temperature Tc, an energy gap appears to exist in the distribution of density 
of states. As shown in Fig. 8.11(b), the steep rise in the density of states is a result of the appearance of the 
superconducting energy gap and has been confi rmed experimentally.
 The gap width, 2D° is situated at the Fermi level EF and the density of states is exceptionally large in the 
neighbourhood of EF . The specifi c heat measurements and optical data, particularly infra-red absorption 
spectra, provide the experimental evidence for this energy gap.
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 At very low temperatures, the specifi c heat of a normal conductor, is 
observed to be of the form
  Cv = [Cv]el + [Cv]la = g T + b T 3 (8.8)
 The fi rst term of Eq. (8.8) refers to the electronic contribution to spe-
cifi c heat which is linearly proportional to T, while the second term is a 
lattice contribution which is proportional to T 3 and is explained by the 
Debye theory. Figure 8.12 shows the electronic contribution to the specifi c 
heat, [Cv]el, in the  superconducting state and it is compared with their con-
tribution in the normal state. The two curves are obtained by  measuring the 
specifi c heat Cv, with and without a magnetic fi eld whose strength exceeds 
the critical fi eld Hc(T ).
 From this, the electronic contribution, [Cv]el is obtained by subtracting 
the lattice contribution [Cv]la. In the presence of a magnetic fi eld, the metal 
is in the normal state and in its absence it is in the superconducting state. 
The presence of the magnetic fi eld in the normal state does not signifi -
cantly modify the contribution to the specifi c heat by the electrons in the 
conduction band.
 As shown in Fig. 8.12, at very low temperatures,  electronic 
contribution to specifi c heat [Cv]el is smaller in the supercon-
ducting state as compared to that in the normal state. As the 
temperature is increased gradually, [Cv]el increases slowly and 
on a further increase in temperature up to Tc, electronic con-
tribution to specifi c heat increases rapidly and it has a value 
almost three times the value in the normal state. This behaviour 
of the superconducting state for the specifi c heat is a strong 
indication of the existence of an energy gap in the excitation 
spectrum of the electrons in the conduction band. At very low 
temperatures, very few electrons can get excited to the con-
duction band because of the energy gap 2Do. The variation 
of the magnitude of the energy gap D(T ) with temperature is shown in 
Fig. 8.13.
 The BCS theory can very well explain the above-mentioned depen-
dence of the energy gap on temperature. As the temperature is increased, 
more electrons get excited to the available states above the energy gap 
and electronic contribution to specifi c heat [Cv]el increases exponen-
tially. The energy gap value at 0 K of some superconductors is given in 
Table 8.4.

 According to the BCS theory, the ratio of energy   
2Do

 ____ 
kB Tc

   gap to the 

thermal energy  at the critical temperature is 3.53, which is same for all superconductors. This ratio is pre-
sented in the last column of Table 8.4, showing good agreement with the theory.
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ISOTOPE EFFECT

From the observations of Maxwell and others using mercury isotopes, it is experimentally con-
fi rmed that the critical temperature Tc of superconductors changes with isotopic mass. For mer-
cury, Tc varies from 4.185 K to 4.146 K as the isotopic mass M varies from 199.5 to 203.4. It was 

argued that isotopic mass can enter the process of formation of the superconducting phase of the electron 
states only through the electron–phonon interaction. In the early years of the development of the BCS theory, 
the simple law (8.9) was thought to be valid for most materials
  Tc μ M –b (8.9)
with b = + 0.5. Thus
  Tc M

b (8.10)
 The signifi cant departures from the value of b have been observed afterwards.

HIGH TC SUPERCONDUCTORS (HTS)

Extremely low critical temperatures of conventional superconductors (the low Tc type) put the 
most serious limitation on their use in technological applications. Working with devices that have 
to be cooled to temperatures in the range of liquid helium temperature (4.2 K) is obviously not 

viable. This has kept researchers from trying to discover superconductivity near room temperature. A decisive 
boost to this optimism came in 1986, when Bednorz and Muller synthesised metallic oxygen-defi cient copper 
oxide compounds of an La–Ba(Sr)–Cu-O system with the transition temperature of about 30 K. The research 
for materials with higher critical temperatures ensued following this Nobel-Prize winning announcement. It 
has resulted in the development of a variety of materials with the highest critical temperature Tc in the vicinity 
of 135 K. The Tc values is so high compared to those of conventional superconductors that these materials are 
called high temperature superconductors or High Tc Superconductors (HTS).
 The scope of this book does not permit us to do justice to the explosive development of HTS and their 
properties. Nevertheless, we give below in Table 8.5, an account of some materials that represent the main 
classes of HTS.
 For the demonstration of superconductivity in suitable materials, they are to be cooled fi rst below certain 
temperatures. Liquid helium temperature is 4.2 K and liquid nitrogen temperature is 77 K. Therefore, the 
superconductors that require liquid helium as a coolant are called low-temperature superconductors and if 
the coolant required is liquid nitrogen, the materials are known as high Tc superconductors.

8.9

8.10

Table 9.4 Energy gap at 0 K for some superconductors

 Element 2Do (meV) Tc(K) 2Do/kBTc

 Niobium 3.05 9.50 3.8
 Mercury 1.65 4.16 4.6
 Tantalum 1.40 4.48 3.6
 Lead 2.90 7.18 4.3
 Tin 1.16 3.72 3.5
 Aluminium 0.34 1.20 3.3
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 A large number of possible practical applications of the phenomenon of superconductivity has not been 
achieved due to the limit of low values of Tc. For low Tc, the maintenance of superconductivity through 
refrigeration becomes a costly affair. In recent years, special efforts have been made to discover high Tc 
superconductors. Some of them are listed in Table 8.5.

Table 9.5 High Tc Superconductors

 Material Tc in K

 Cu-O perovskite type 30 to 100
 La1.85Sr0.15CuO4 36
 La1.8Sr0.2CuO4 40
 Y-Ba-Cu-O (Y1Ba2Cu3O7) 93–95
 Hg-Ba-Ca-Cu-O 130–135
 Granular Y-Ba-Cu-O 160

 Lanthanum compounds 300–500 

 The detailed mechanism for high Tc super conductivity in certain materials is not known precisely. A 
number of arguments have been advanced to explain high Tc. For example, it has been realised that the role 
of oxygen is essential for high Tc oxide superconductors. The occurrence of a strong electronic band in the 
infrared spectrum and its correlation with superconductivity provides evidence that superconductivity of 
YBa2 Cu3 O7 – y material is mediated by an excitonic mechanism.
 The high Tc superconductors currently have only limited practical applications. The reason is that most of 
the high Tc superconductors are ceramics which are brittle. But, in thin-fi lm technology, these materials can 
fi nd applications in the electronic fi eld such as in high-speed computers.

JOSEPHSON TUNNELLING

In 18.2, Josephson theoretically showed that an electron pair (the Cooper pair) can tunnel from 
one superconductor through a fi ne insulating layer into another superconductor as shown in 
Fig. 8.14 (a). This is known as Josephson tunnelling. The coupling between the two superconduc-

tors provided by their insulating barrier must be very weak so that there is a very low probability of fi nding a 
Cooper pair in the insulating region. In practice, this is achieved by restricting the barrier thickness to about 
10–20 Å. An arrangement such as that shown in Fig. 8.14(a) is referred to as a Josephson junction. Two 
superconductors separated by a very thin strip of an insulator form a Josephson junction.
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Fig. 8.14 (a) Combination of two superconductors so as to show josephson tunnelling (b) Circuit for studying
 losephson effect
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 The signifi cant phenomena associated with Cooper pair tunnelling in a Josephson junction are identifi ed 
as (i) Josephson effect, and (ii) supercurrent quantum interference.
Josephson Effect We present a basic theoretical description of the Josephson effect for an experimental 
geometry given by Fig. 8.14 (b). The interpretation of general expressions reveals two types of effects—the 
dc Josephson effect and the ac Josephson effect.
 For simplicity, we assume that the superconductors S1 and S2 in our model are of the same material. The 
temperature being so low, we need to consider the electrons only in their superconducting ground state. The 
magnetic fi eld near the junction must be screened completely because the highly coherent Cooper pair states 
are strongly infl uenced by magnetic fi elds. Even the magnetic fi eld due to earth may be suffi cient to com-
pletely obscure the Josephson effect.
 The wave nature of moving particles makes the electrons tunnel through the barrier (insulator), i.e., 
the electrons can tunnel from one superconductor to the other. As a result of the tunnelling of electrons 
(Cooper pairs) across the insulator, there is a net current across the junction. This phenomenon is called the 
dc Josephson effect. Here, the important observation is that the current fl ows even in the absence of a poten-
tial difference.
 The thickness of the insulator, the material nature and the temperature decides the magnitude of the cur-
rent.
 If a potential difference V is applied between the two sides of the junction as in Fig. 8.14 (b), there 
will be an oscillation of the tunnelling current with angular frequency w = 2e V/h. This is called the ac 

Josephson effect.
SQUID Josephson junctions are used in sensitive mag-
netometers called SQUID—Superconducting Quantum 
Interference Device.
 It is formed by connecting two Josephson junctions in 
parallel, as shown in Fig. 8.15.
 When current is passed from one side as shown, due to 
two junctions in parallel, the current splits and fl ows across 
the two branches. The current through the circuit will have 
a periodicity which is very sensitive to the magnetic fl ux 
passing normally through the closed  circuit. Therefore, an 
extremely small magnetic fl ux can be detected with this 
device.
 The small voltages of the order of 10–15 V can be 
detected by SQUID. A small change in Magnetic fi eld of 

the order of 10 – 21 T can be detected. Using SQUID, weak magnetic fi elds produced by biological currents 
like that in the brain can also be detected. SQUID detectors are used to measure levels of iron in the liver, so 
that iron built up can be treated before much harm occurs to the body.

APPLICATIONS OF SUPERCONDUCTORS

Soon after Kamerlingh Onnes discovered superconductivity, scientists began dreaming up practi-
cal applications for this strange new phenomenon. Powerful new superconducting magnets could 8.12
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be made much smaller than a resistive magnet, because the windings could carry large currents with no energy 
loss. Generators wound with superconductors could generate the same amount of electricity with smaller 
equipment and less energy. Once the electricity was generated, it could be distributed through superconduct-
ing wires. Energy could be stored in superconducting coils for long periods of time without signifi cant loss.
 The recent discovery of high-temperature superconductors brings us a giant step closer to the dream of 
the early scientists. Applications currently being explored are mostly extensions of current technology used 
with the low-temperature superconductors. Recent applications of high-temperature superconductors include 
magnetic shielding devices, medical imaging systems, Superconducting Quantum Interference Devices 
(SQUIDS), infrared sensors, analog signal-processing devices, and microwave devices. As our understanding 
of the properties of superconducting materials increase, applications such as power transmission, supercon-
ducting magnets in generators, energy-storage devices, particle accelerators, levitated vehicle transportation, 
rotating machinery, and magnetic separators will become more possible.
 The ability of superconductors to conduct electricity with zero resistance can be exploited in the use of 
electrical transmission lines. Currently, a substantial fraction of electricity is lost as heat through resistance 
associated with traditional conductors such as copper or aluminium. A large-scale shift to superconductivity 
technology depends on whether wires can be prepared from the brittle ceramics that retain their superconduc-
tivity at 77 K while supporting large current densities.
 The fi eld of electronics holds great promise for practical applications of superconductors. The miniaturi-
sation and increased speed of computer chips are limited by the generation of heat and the charging time of 
capacitors due to the resistance of the interconnecting metal fi lms. The use of new superconductive fi lms 
may result in more densely packed chips which could transmit information more rapidly by several orders 
of magnitude. Superconducting electronics have achieved impressive accomplishments in the fi eld of digital 
electronics. Logic delays of 13 picoseconds and switching times of 9 picoseconds have been experimentally 
demonstrated. Through the use of basic Josephson junctions, scientists have been able to make very sensitive 
microwave detectors, magnetometers, SQUIDs and very stable voltage sources.
 The use of superconductors for transportation has already been established using liquid He as a refriger-
ant. Prototype levitated trains have been constructed in Japan by using superconducting magnets.
 Superconducting magnets are already crucial components of several technologies. Magnetic Resonance 
Imaging (MRI) is playing an ever-increasing role in diagnostic medicine. The intense magnetic fi elds that 
are needed for these instruments are a perfect application of superconductors. Similarly, particle accelerators 
used in high-energy physics studies are very dependant on high-fi eld superconducting magnets. The recent 
controversy surrounding the continued funding for the Superconducting Super Collider (SSC) illustrates the 
political ramifi cations of the applications of new technologies.
 New applications of superconductors will increase with critical temperature. Liquid-nitrogen based super-
conductors have provided the industry more fl exibility to utilise superconductivity as compared to liquid 
helium superconductors. The possible discovery of room-temperature superconductors has the potential to 
bring superconducting devices into our everyday lives.
 High-temperature superconductors are recent innovations from scientifi c research laboratories. New 
commercial innovations begin with the existing technological knowledge generated by research scientists. 
The work of commercialisation centres on the development of new products and the engineering needed to 
implement the new technology. Superconductivity has had a long history as a specialised fi eld of physics. 
Through the collaborative efforts of government funded research, independent research groups and commer-
cial industries, applications of new high-temperature superconductors will become possible in the not-so-
distant future.



8.18
 Engineering Physics

Electrical Switching Element Due to the infi nite ratio between the resistance of a metal in the normal and 
superconducting state, a superconductor can be used to switch electrical current between different possible 
paths. Either a magnetic fi eld or temperature can be used to control the change of state of such a switch. 
A fi lm of lead is used as the switching element for a temperature-controlled switch. The current-carrying fi lm 
is operated below the transition temperature to make it superconducting. The current can be interrupted by 
means of a heating coil made of nonsuperconducting metal. As the lead fi lm becomes resistive, the current 
fl owing through it is diverted through a parallel path of low resistance.
 A device known as cryotron, a magnetically operated current switch is shown in Fig. 8.16. The fact that 
superconductivity disappears for a magnetic fi eld exceeding the critical value, has been utilised in a cryotron. 
PQ is a straight wire of superconducting material S1 on which is wound a coil of superconducting material 
S2. The temperature of the entire system is kept below the transition temperatures of both the superconducting 
materials S1 and S2. Now if the magnetic fi eld produced by the coil B exceeds the critical fi eld Hc of the mate-
rial at the operating temperature then the material S1 of the core A operates in the normal state. The core A has 
nonzero resistance and hence the current in the core reduces. Thus, the current in the core A may be controlled 
by the current in the coil B. This control current I2 in coil required to make the core A normal depends on the 
dc current I1 fl owing through the core because I1 also produces its own magnetic fi eld.

 If the operating temperature is 4.2 K, that of a liquid 
helium bath, a metal such as tentalum having Tc (= 4.38 K) 
only slightly greater than 4.2 K may be used for the core A so 
that the critical magnetic fi eld required to cause the normal 
state is relatively small. The material chosen for a coil must 
remain superconducting even with the control current fl owing 
in the coil. Niobium or lead may be used as coil materials. A 
fl ip-fl op circuit uses a single cryotron shown in Fig. 8.16. Ele-
ments used being superconductors, the power consumption of 
the device is extremely small. A large digital computer using 
cryotrons may require extremely small power of the order of 

only half a watt— excluding, of course, the terminal equipment and the helium cryostat. Further, the size of 
such a computer will be extremely small, occupying a very small space.
Superconductor Transformers and Transmission Lines If superconductors are used for winding of a 
transformer, the power losses will be very small. By using superconductors, transformers of 2000 to 3000 mW 
can be manufactured and they will be of the portable type.
 Electrical transmission lines with the use of cables with superconductors can be designed. Theoretically, 
such a line, if necessary cooling is provided, can transmit high power to any desirable distance without 
losses.
Electric Motors and Generators The manufacture of electrical machines, generators and motors with 
superconductor windings is one more fi eld of application of superconductors which is very prospective. It is 
possible to obtain high effi ciency and small weight by using superconductors. The possibility of achieving 
extremely strong magnetic fi elds and using lossless coils to cut those fi elds is of great interest to the power 
engineer. We may note that even in superconductors, there are losses with low-frequency alternating cur-
rent which may be overcome by using new materials. The most encouraging work on the industrial side is 
concerned with dc machines. In particular, a superconductor homopolar motor is being widely used for plant 
operation.

Core A of material

Q

Coil B of material S2 (Lead)

Current I2

Current I1

P

S1 (Tantalum)

Fig. 8.16 The wire wound cyclotron
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 In this simple form, the homopolar machine uses, or generates, electrical power in the form of a very 
high current at very low voltage, and this is rarely convenient. This diffi culty has been overcome by using a 
segmented structure for the rotating conductor, with a special brush arrangement which allows the 2500 kW 
motor to accept its input power at the much higher potential difference of about 450 V.
 The superconducting homopolar dc generator has, as yet, not been developed very far, but new design 
studies are proceeding in parallel with the more immediately rewarding work on motors. Applications of par-
ticular superconductors for dc superconducting motors appear to lie in fi elds like ship propulsion and large 
mills, where very high torques are required at comparatively low speeds, which can be controlled easily. In 
terms of capital and running costs, they are likely to be competitive with conventional machines for large 
output powers, and will probably also be smaller, lighter and more effi cient. Similar savings in weight, cost, 
etc., are predicted for alternators.
Superconductor Fuse and Breaker Fuses and circuit breakers can be prepared by using thin- fi lm super-
conductors. A thin, insulated superconductor fi lm get back to its normal state after the current of more than 
critical density has passed through it. Such fi lms can be used instead of a fuse. By selecting the necessary 
appropriate material for a fi lm, it is possible to regulate very precisely the admissible intensity of current.
If a long fi lm is taken and at the moment of its transition into normal state, its resistance is rather high then it 
can be used as a breaker. Lead is used here.
Magnetic Mirror and Superconducting Bearing Zero magnetic induction, which is responsible for the 
‘levitation’ effects, are applied in frictionless bearings. The most famous levitation experiment was that in 
which a horizontal bar magnet was suspended from a fl exible chain, and then lowered over a sheet of lead 
which had been cooled to the superconducting state. As the magnet approached the superconducting sheet, 
the supporting chain became limp, and eventually drooped down in a loop below the magnet, which remained 
fl oating horizontally above the lead sheet. The magnetic fi eld of the approaching magnet induces a current 
in the surface of the superconductor. Due to zero resistance, the current persisted, and the fi eld due to this 
current repelled that due to the bar magnet. The superconducting surface can be regarded as a mirror below 
which there exists an image of the magnet. Using a different experimental arrangement, the superconduct-
ing sheet might have been supported by the magnetic fi eld from the permanent magnet. Instead of using a 
permanent magnet, the supporting fi eld might have been provided by a superconducting solenoid carrying a 
current.
 The repulsion between the magnetic fi eld of a superconducting solenoid and that due to the current 
induced in the surface of a nearly superconductor is the basis of most designs for superconducting mechanical 
support. Unlike simple magnetic repulsion systems, the superconducting support is usually unconditionally 
stable, and thus needs no associated servo system.
 Various arrangements have been proposed to give the two-dimensional support needed for a shaft bearing, 
and the three-dimensional support needed for a fl oating sphere. This last arrangement has been applied in a 
superconducting gyroscope with a spherical rotor spinning for months under nearly frictionless conditions.
Concluding Remark Time lags between new discoveries and practical applications are often great. The 
discovery of the laser in the early 60’s has only recently been appreciated today through applications such 
as laser surgery, laser optical communication, and compact disc players. The rapid progress in the fi eld of 
superconductivity leads one to believe that applications of superconductors are limited only by one’s imagi-
nation and time.
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Solved Problems

1 Calculate the critical current which can fl ow through a long thin superconducting wire of 

 aluminium of 10–3 m diameter. The critical magnetic fi eld for aluminium is 7.9 × 103 A/m.

Solution  Givn, Hc = 7.9 × 10 3 A/m, r = 0.5 × 10–3 m
 The critical current Ic = 2p rHc

  Ic = 2 × 3.14 × 0.5 × 10–3 × 7.9 × 103

  Ic = 24.806 A

2 The critical temperature, Tc , for mercury with an isotopic mass of 199.5 u is 4.185 K. Calculate its 

 Tc when its isotopic mass changes to 203.4 u.

Solution  Given, M1 = 199.5 u, Tc1 = 4.185 K, M2 = 203.4 u, Tc2 = ?

  Tc M +b = const

fi  Tc1  M 1  
 + b  = Tc2  M  2  

+b 

  Tc2 =   
 M 1  

 +b 
 ____ 

 M  2  
+ b 

   Tc1 =   199.5 _____ 
203.4

   × 4.185 = 4.104 K

3 A metallic, long, thin superconducting wire produces a magnetic fi eld of 1.05 × 10 5 A/m on its 

 surface due to the current passing through the wire at a temperature T. Calculate the value of T 

if the critical magnetic fi eld of the metal at 0 K is 1.5 × 10 5 A /m and its critical temperature is 

9.20 K.

Solution  Given, H0 = 1.05  × 10 5 A/m, Hc = 1.5 × 10 5 A/m, Tc = 9.20 K

  Hc = H0  [ 1 –   (   T __ 
Tc

   )  2  ] 
  T = Tc  ÷ 

______

 1 –   
Hc

 ___ 
H0

     = 9.2 ×  ÷ 
____________

  1 –   1.05 ×105
 _________ 

1.5 × 105
     = 5.04 K 

4 A critical magnetic fi eld of lead wire is 6.5 × 10 3 A/m at 0 K. At what temperature would the 

 critical magnetic fi eld of lead drop to 4.5 × 10 3 A /m if the critical temperature of lead is 7.18 K? 

What is the critical current density at that temperature if the diameter of the wire is 2 × 10 – 3 m?

Solution H0 = 6.5 × 10 3 A/m,  Hc = 4.5 × 10 3 A/m, Tc = 7.18 K, r = 1 × 10– 3 m

  Hc = H0  [ 1 –   (   T __ 
Tc

   )  2  ] 
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  T = Tc  ÷ 
______

 1 –   
Hc

 ___ 
H0

     = 7.18 ×  ÷ 
___________

  1 –   4.5 × 103
 ________ 

6.5 × 103
     = 3.98 K

 Critical current density Jc

  Jc =   
Ic

 __ 
A

   =   
2p rHc

 ______ 
pr2

   =   
2Hc

 ____ r   =   2 × 4.5 × 103
  ___________ 

1 × 10–3
   = 9.0 × 106 A/m2

5 If the voltage applied across a Josephson junction is 8 mV, what is the frequency of the radiation 

 emitted by the junction?

Solution Given, V = 8 mV

  v =   2eV
 ____ 

h
   =   2 × 1.6 10–19 × 8 × 10–6

  ____________________  
6.62 × 10–34

   = 3.86 × 109 Hz

6 If the critical current passing through a long thin superconducting wire of 0.5 mm radius is 

 22.608 A, calculate the critical magnetic fi eld.

Solution Ic = 22.608 A, r = 0.5 mm,

  Ic = 2p rHc fi Hc =   
Ic
 ____ 

2p r
   =   22.608  _________________  

2 × 3.14 × 0.5 × 10–3
   = 7.2 × 103 A/m

7 At zero magnetic fi eld a superconducting tin has a critical temperature of 3.7 K. At 0 K, the 

 critical magnetic fi eld is 0.306 T. Calculate the critical magnetic fi eld at 2.0 K.

Solution  Given, Tc = 3.7 K,  Hc = 0.306 T, T = 2.0 K,  Hc = ?

  Hc = H0  [ 1 –   (   T __ 
Tc

   )  2  ] 
  Hc = 0.0306  [ 1 –   (   2.0 ___ 

3.7
   )  2  ]  = 0.022 T

Multiple-Choice Questions

 1. The condition required for superconductivity 
phenomenon in a material is

 (a) H = 0, R = 0 below Tc  
 (b) H = 0, below Tc

 (c) R = 0, below Tc 
 (d) H = 0, R = 0, above Tc

 2. Superconductors are _________ materials.
 (a) perfectly ferromagnetic
 (b) perfectly diamagnetic

 (c) perfectly paramagnetic
 (d) dielectric
 3. Cooper pairs in the superconductors are nothing 

but
 (a) pairs of electrons in the conduction band
 (b) pairs of holes in the conduction band
 (c) pairs of electrons in the valence band
 (d)  pairs of electrons and holes in the conduc-

tion band
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 4. The magnetic susceptibility of a superconduct-
ing material is

 (a) –1
 (b) positive and very large
 (c) negative and very large
 (d) +1
 5. High Tc superconductors are the materials hav-

ing temperature
 (a) very high above the room temperature
 (b) very high above the boiling point of water
 (c)  very high above liquid helium but below liq-

uid nitrogen temperature
 (d) above liquid nitrogen temperature
 6. For a Type I superconductor,
 (a) two critical magnetic fi elds exist
 (b) two critical electric fi elds exist
 (c) only one critical magnetic fi eld exists
 (d) only one critical electric fi eld exists
 7. For a Type II superconductor,
 (a) two critical magnetic fi elds exist
 (b) two critical electric fi elds exist
 (c) only one critical magnetic fi eld exists
 (d) only one critical electric fi eld exists
 8. Good electric conductors at room temperature
 (a) are also good superconductors below Tc

 (b) are bad conductors of electricity below Tc

 (c) are good superconductors above Tc

 (d) may behave as superconductors below Tc

 9. High Tc superconductors below Tc are
 (a)  normally bad conductors of electricity at 

room temperature

 (b)  behave normally as magnetic materials at 
room temperature

 (c) metals
 (d) metal alloys
 10. The complete expulsion of all the magnetic 

fi elds by superconducting materials is called
 (a) Josephson effect (b) Maglev effect
 (c) SQUID (d) Meissner effect
 11. The wave nature of a moving particle makes the 

electrons to tunnel through the insulating bar-
rier from one superconductor to other. This is 
known as

 (a) Josephson effect (b) Maglev effect
 (c) SQUID (d) Meissner Effect
 12. A relay or switch made from superconductors 

whose size is small is known as
 (a) SQUID (b) cyclotron
 (c) cryotron (d) betatron
 13. The effect of impurity on superconductor is that
 (a) Tc value increases
 (b) Tc value decreases
 (c) electrical conductivity increases
 (d) does not change the value of Tc

 14. Increase in stress results in……. of the Tc 
value.

 (a) decrease
 (b) increase
 (c) no change
 (d) both increase or decrease
 15. Persistent current is the characteristic property 

of
 (a) superconductivity (b) Meissner Effect
 (c) Josephson effect (d) Hall effect

Answers to MCQS

 1. (a) 2. (b) 3. (a) 4. (a) 5. (d) 6. (c) 7. (a) 8. (b)  
 9. (a) 10. (d) 11. (a) 12. (b) 13. (b) 14. (b) 15. (a)
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Practice Problems

1. A superconducting lead has a critical temperature 
of 7.26 K at zero magnetic fi eld and a critical fi eld of 
8 × 105 A / m at 0 K. Find the critical fi eld at 5 K.

[4.2 × 10 5 A / m]

2. The penetration depths for lead are 396 Å and 
1730 Å at 3 K and 7.1 K, respectively. Calculate the 
critical temperature for lead. [7.193 K]

3. A voltage of 5.9 mV is applied across a Josephson 
junction. What is the frequency of the radiation emit-
ted by the junction? [2851 MHz]

4. Superconducting Nb has a critical temperature of 
9.15 K at zero magnetic fi eld and a critical fi eld of 
0.1960 T at 0 K. Find the critical fi eld at 5 K.

[0.137 T]

Short-answer Questions

1. Defi ne superconductivity.
2. What are superconductors? Give examples.
3. Defi ne critical magnetic fi eld Hc. Give its relation 
with the critical temperature Tc.
4. Defi ne the critical temperature or transition tem-
perature Tc.
5. What is the effect of impurity and stress on a 
superconductor?
6. What is an isotopic effect on superconductivity? 
Give the appropriate relation showing the isotope 
effect.
7. Show graphically how Hc varies with respect to 
temperature.
8. Defi ne critical current density Jc.
9. Explain persistent current.
10. What is the Meissner effect?
11. What are the three important factors required to 
defi ne a superconducting state?

12. State two independent basic conditions defi ning 
superconductivity.
13. Show the diagram that depicts Meissner effect.
14. What are the types of superconductors based on 
their behaviour in an applied magnetic fi eld?
15. What are Type I and Type II superconductors? 
Give examples.
16. Compare Type I and Type II superconductors.
17. Draw the magnetisation curves for Type I and 
Type II superconductors.
18. Categorise the superconductors based on cool-
ants. Give the names of coolants used.
19. What are low-temperature and high-temperature 
superconductors?
20. What are high Tc superconductors? Give exam-
ples.
21. What is a Josephson junction?
22. Explain Josephson effects.
23. What is a SQUID?

Long-answer Questions

1. What are superconductors and normal conductors? 
Explain a few important characteristic properties of 
superconducting materials. What are Type I and Type 
II superconductors?
2. Write a note on the terms used in the superconduc-
tivity study like critical magnetic fi eld, critical tem-
perature, Meissner effect, isotope effect.

3. Explain the mechanism of superconductivity or 
BCS theory in detail.
4. Explain the Josephson tunnelling and Josephson 
effect in detail and discuss the application.
5. Give your comparison between two types of avail-
able superconductors.
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6. Write a note on high Tc superconductors.
7. Give a brief account of few important applications 
of superconductors.
8. Discuss the Meissner effect in detail and prove that 
superconductors are perfectly diamagnetic in nature.
9. Discuss the thermal conductivity of superconduct-
ing materials.
10. What do you mean by penetration depth? Explain 
it giving a suitable diagram. Explain the effect of 
temperature on penetration depth of a magnetic fi eld 
into a superconductor.
11. Discuss the energy gap and specifi c heat for 
superconductor. Discuss the density of energy states 
as a function of energy for normal metals and super-
conductors.
12. What is meant by superconductivity? Describe 
the effect of

13. (a) magnetic fi eld, (b) frequency, and (c) isotopes 
on superconductors.
14. Discuss the phenomenon of superconductivity. 
Explain some of its applications.
15. Write an essay on superconductivity.
16. Explain the chief characteristics of superconduc-
tors. Discuss the important applications of supercon-
ductors.
17. What is superconductivity? Give an account of 
the occurrence, properties and uses of superconduc-
tors.
18. What are superconductors? Mention the impor-
tant property changes that occur in materials when 
they change from normal to superconducting state. 
Give some examples of practical uses that exploit the 
above property changes.

Questions From Previous Exams

 (i) Defi ne the transition temperature of superconductivity.  (GTU-Jan’2009)

  The temperature at which a material loses its electrical resistivity to absolute zero is called transition 
temperature.

 (ii) Compare type-I and type-II superconductors.  (GTU-Jan’ 2009) (GTU-Jan’ 2010)

  Refer Section: 8.5
 (iii) Give the differences between type-I and type-II superconductors.  (GTU-June’ 2010)’

  Refer Sections 8.5 Added fi le
 (iv) Discuss the properties of superconductors.  (GTU-Jan’ 2009)

  Refer Section: 8.3
 (v) What is a superconducting material? List the properties of superconducting material and 

explain in detail.    (GTU-Jan’ 2010)

  Superconductivity is a phenomenon in which certain metals, alloys and ceramics conduct electricity 
without resistance when they are cooled below a certain temperature.

  Properties are electrical resistance, effect of impurities, effect of pressure and stress, isotope effect, 
magnetic fi eld effect, Meissner effect, persistence current etc.

 (vi) Give the application of superconductor.  (GTU-Jan' 2010)

  Refer Section: 8.12
 (vii) Hc = H0 (1 – T2/Tc2) is the formula which gives the relation of critical magnetic fi eld and tem-

perature.   (GTU-June’ 2010)

 (viii) Explain Josephson effect and its applications. (GTU-June’ 2010)

  Refer Section: 8.11
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New Engineering
Materials

9.1

Can we obtain glasses (amorphous) with the properties of that of 

metals (crystals)? Can we obtain materials with high resistivity, 

high ductility, and higher corrosion resistance and yet Rave them 

behave as metals? Can we have materials which are smart? Can 

we have materials which can replace, augment or perform natural 

functions? Such materials can be used to develop amazing appli-

cations. Since they have the properties that scientists can design 

and manipulate. This chapter describes all of these in a very lucid 

manner.

INTRODUCTION

The progress in areas of miniaturization, automation, 
sophistication, economization, etc., is due to the develop-
ments in technology and engineering. These developments 

have taken place not only due to the new designs and concepts but also 
due to new engineering materials. There is a continuous search and 
effort for developing new materials with improved properties such as 
good mechanical strength, high stability, large electrical conductivity, 
resistance to wear and tear, better corrosion resistance, and so on. 
The newly prepared engineering materials fi nd major applications in 
industries and research.

 To develop a new engineering material with the desired properties 
for a specifi c application with lower cost and enough safety factor 
consideration, a thorough knowledge of the properties, composition, 
structure and preparation is essential. Such materials would have 
properties that scientists can manipulate as per their need. There are 
many areas in which such new materials are available, but the follow-
ing sections would discuss the main areas such as metallic glasses, 
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nanotechnology and materials, Shape Memory Alloys(SMA) and biomaterials. The discussions include types, 
preparation, properties and applications of these materials. 

METALLIC GLASSES

Metals and alloys are generally orderly materials or crystalline materials but glasses are amor-
phous materials. Metals are malleable, ductile, ferromagnetic, electrical, thermal conductors and 
opaque, whereas glasses are brittle, transparent and nonmagnetic. Metallic glasses are new engi-

neering materials which share the properties of both metals and glasses. They are strong, stable, ductile, mal-
leable and opaque like a metal but metallic glasses have amorphous structure, brittleness and high corrosion 
resistance like glasses. In 1965, it was found that some of the metals could be frozen in the amorphous state 
if they were rapidly cooled from their molten state to the solid state. Thus, amorphous metallic solids could 
be produced on cooling molten (liquid) phase to the solid phase at high cooling rates of the order of 106 °C/s. 
The amorphous metallic solids thus formed were known as metallic glasses or met glasses or amorphous 
metals. Thus, metallic glasses are amorphous metals that are produced by solidifi cation of liquid alloys.

9.2.1 Types of Metallic Glasses

Metallic glasses are mainly of two types:

 1. Metal–Metal Glasses: They can be prepared by combining metals of different proportions, e.g., Mg–Zn 
,Cu–Zr ,Ni–Nb, etc.

 2. Metal–Metalloid Glasses: They can be prepared by combining transition metals such as Fe, Co, Ni 
and metalloids such as B, Si, P with different proportions, e.g., Fe67 Co18 B14 Si, Fe40 Ni38 Mo4 B18

 Commercial metallic glasses are generally of this type.

9.2.2 Preparation of Metallic Glasses 

Metallic glasses are prepared by cooling molten metal to the glassy state at a cooling rate, high enough to 
bypass crystallization. The cooling rate depends on the composition and their phase diagram. The tempera-
ture at which the transition from liquid to solid takes place is known as glass transition temperature. The glass 
transition temperature for metallic alloys is in the range of 20°C to 300°C. Various rapid cooling techniques 
such as spraying, spinning, laser deposition, etc., can be employed to prepare metallic glasses. Melt spinning 
is one of the most common methods used to prepare metallic glasses at a large-scale level. Therefore, it is 
discussed in detail.

Melt Spinning Method

It is illustrated in Fig. 9.1.

 In order to prepare a metallic glass of a particular type, an appropriate combination of either metal–metal 
or metal–metalloid alloy in their stoichiometric proportion are taken in a refractory tube, which has a fi ne 
nozzle at its bottom.

 • The nozzle side of the tube is adjusted exactly over the spinning disc as shown in Fig. 9.1.

 • An induction heater attached to the refractory tube melts under the inert gas atmosphere. This melt is 
kept above its melting point till it gets transformed into a homogeneous mixture.

9.2
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 • A disc made up of copper (which is faces the nozzle) rotates at a very high speed. When the gas pres-
sure is increased, the melt is sprayed through the fi ne nozzle and it is directed on to a spinning copper 
disc.

 • The molten alloy falling on the cooled copper disc is solidifi ed and forms a thin ribbon, about 0.0025 
cm thick and 15cm wide, which is wound on a spool. 

 • The main advantage of this method is that we can obtain a continuous ribbon of metallic glass of 
uniform cross section. Its thickness may be varied by varying the speed of the spinning disc.

 Metallic glasses can also be prepared by other techniques.

 • Twin-Roller system A molten alloy is passed through two rollers rotating in opposite directions.

 • Melt-extraction system A fast-moving roller sweeps off molten droplet into a strip from a solid 
rod.

 • Sputtering A vacuum deposition process in which atoms are released from a target under the bom-
bardment of positive ions and deposited on a substrate.

 • BMG Recently, a number of alloys with critical cooling rates, low enough, is employed to form an 
amorphous structure in a thick layer(>1mm). Thus prepared materials are known as bulk metallic 
glasses.

9.2.3 Properties of Metallic Glasses

These materials exhibit a number of superior properties than their crystalline counterparts, which set them 
apart from crystalline metals.

Structural Properties 

 • They do not contain grain boundaries and dislocations.

 • They have tetrahedral close-packing structure.

 • They do not have long-range anisotropy.

 • They can be easily drawn into thin ribbons.

Induction
heater

Molten alloy

Rotating data

Metallic glass
ribbon

Fig. 9.1 Melt spinning process
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Mechanical Properties 

 • They are stronger than metals and alloys, as they do not have grain boundaries and defects.

 • They have better corrosion resistance.

 • They are highly ductile.

 • Their yield strength and hardness are much higher than crystalline phase, but the elastic constants are 
smaller.

 • They are very susceptible to the brittle fracture, which limits their practical application.

Electrical Properties 

 • They have high electrical resistivity but do not vary much with temperature; hence eddy current losses 
are very small.

 • They can have both positive and negative Hall coeffi cients.

 • Some metallic glasses based on Mo, Nb, Ru, Rh exhibit superconductivity also.

Magnetic Properties 

 • Metallic magnetic glasses containing ferromagnetic transition metals such as Fe, Co, Ni with metal-
loids like B, Si display superior soft magnetic properties.

 • They show very narrow hysteresis loops and so and they have very low hysteresis energy losses.

 • They do not have long-range anisotropy and grain boundaries. Therefore, domain walls move with 
extreme ease in them.

 • The coercivity of ferromagnetic metallic glasses is lower due to random fl uctuations in the amorphous 
phase.

 • They have higher magnetic permeability and hence they can be magnetized and demagnetized eas-
ily.

 • The Curie temperature is slightly lower than that of their counterparts.

Chemical Properties 

 • They have excellent corrosion resistance in a variety of chemically hostile environments.

 • Their surfaces exhibit a distribution of chemically active sites which lead to catalytic properties.

9.2.4 Applications

 • Due to their higher tensile strength they are used widely as reinforcing elements in concrete, plastic 
and rubber.

 • Because of higher ductility and good corrosion resistance, they are used in the production of springs 
for different applications.

 • Because of good corrosion resistance, they can also be used for cutting and making surgical instru-
ments. They can also be used as a prosthetic material and as implants in the human body. 

 • Magnetic properties of these materials are not affected by irradiation hence they are used in making 
containers for nuclear waste disposal.

 • As they have higher electrical resistivity and about zero temperature coeffi cient of resistance, they are 
successfully used in making cryothermometers, magnetoresistance sensors and computer memories.

 • The homogeneity, lower coercive force and higher permeability of metallic glasses make them suit-
able for numerous magnetic applications.
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 • Thin sheets of metallic glasses are used as the core materials for power distribution transformers, 
which increases effi ciency of power distribution and transmission.

 • They are used as inductors in transformers, recording devices, magnetic shielding, motors, etc. 

 • They are used in the preparation of magnets for fusion reactors and for levitation trains.

NANOMATERIALS

9.3.1 Nano Science and Technology 

Development of nanomaterials and its technology is the major thrust area of research across the 
globe. This is due to its vital role in the development of science, engineering and technology. At the nano-
scale, the properties of materials change signifi cantly. Their physical, chemical and mechanical. properties 
alter greatly compared to their normal large-sized grain counterparts with the same chemical composition. 
Nanoscience is the study dealing with the fundamental principles of molecules and structures with at least 
one dimension roughly less than 100 nm. (1nm = 10–9 m = 10–3 mm = 10 Å) Nanotechnology refers to the 
design, characterization, production and application of structures, devices and systems by controlling shape 
and size at the nanometre scale.

 These objects are so small that they can only be viewed or imaged either with a very powerful electron 
microscope (SEM) or with an atomic force microscope (AFM). They can be rods or wirelike, platelike, or 
complex-geometry-like. Materials that have one dimension in the nanoscale and are extended in the other 
directions are nanolayers such as thin fi lms or surface coatings. Materials with nanoscals in two dimensions 
are referred as nanowires and nanotubes. However, materials having nanoscales in three dimensions are nano-
particles, e.g., precipitates, colloids. 

 Nanomaterials exhibit far superior properties compared to their bulk counterparts. Intrinsic physical prop-

erties such as density, conductivity, chemical reactivity, etc., of bulk materials (e.g., Cu wire) are independent 

of their size. On the other hand, at the nanoscale, almost all physical, chemical, electrical, etc., properties 

of materials become size dependent. The properties of nanomaterials alter signifi cantly due to the following 
reasons.

 • As particle size decreases, a greater number of atoms are found at the surface than inside and hence 
they have a larger surface area compared to the same mass of material produced in a larger form. Due 
to this fact, they become chemically more reactive and attain better strength and electrical proper-
ties.

 • Quantum effects also contribute a lot which affects the optical, electrical, and magnetic behaviour of 
such materials.

9.3.2 Some Important Nanomaterials

Fullerene

 • Elemental carbon has allotropes such as diamond, graphite, and fullerene.

 • They were isolated in macroscopic amounts in 1990.

 • The name fullerene was given after R Bukminster Fuller, the inventor of the geodesic domelike 
molecule which conforms to the same underlying structural formula.

9.3
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 • It is also known as bucky ball as its structure resembles a football. In this structure, the atoms lie at 
the vertices of a polyhedron with 12 pentagonal faces and any number (other than one) of hexagonal 
faces. It is a hollow pure carbon molecule as shown in Fig. 9.2.

 • Each carbon atom is bound to three other carbon atoms in a pseudo-spherical arrangement consisting 
of alternating pentagonal and hexagonal rings just like a football. 

 • Every carbon atom in this structure is equivalent, so NMR spectra of this molecule shows a single 
line.

 • They can be recovered from the inside of the scrapes of chimneys.

Fig. 9.2 Chemical structure of Buckminsterfullerene C60 

Quantum Dots

 • A quantum dot is a nanoparticle with some special properties. It is a too small crystal such that its 
properties are subject to quantum effects. They are also referred as zero-dimensional objects.

 • A quantum dot is not as small as an atom but is not much larger also. The smallest such quantum dot 
may contain only 3 atoms.

 • Same quantum dots are made up of virtual matter consisting of confi ned electrons, with which their 
insignifi cant masses manage to display a crystal structure.

Carbon Nanotubes (CNT)

 • Carbon nanotubes are tubular form of carbon atoms, and look like rolled graphite sheets into cylindri-
cal form. Their diameter is of the nanoscale but their lengths can be extended up to several microme-
tres.

 • They are made up of a hexagonal network of covalently bonded carbon atoms. They are of two types, 
namely, single walled (SWNT) and multi walled (MWNT). SWNT consists of a single grapheme 
cylinder and MWNT consists of several concentric grapheme cylinders.

 • The structure of CNTs infl uences their many properties such as electrical and thermal conductivity, 
density and the lattice structure. These structures give rise to excellent electronic, thermal, mechani-
cal, optical and chemical properties which pave the way for the future applications.

 • The diameter of the structure is very important. The wider nanotubes behave like graphite. 
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9.3.3 Preparation 

Nanomaterials can be prepared by a variety of methods such as physical, chemical, biological, self-assembly 
or hybrid methods. Commonly used methods by the workers in this fi eld are discussed briefl y.

1. High-Energy Ball Milling 

Basically, it is solid-state material processing and a physical method. In this method, the grain size in powder 
samples is reduced to nanometre size by the ball-milling process. A container is fi lled with stainless steel 
balls with diameters of a few millimeters, and then material to be crushed is added in the form of powder. A 
rotating shaft grinds the material in the presence of liquid nitrogen. Though this method has the problem of 
contamination, highly poly disperse size distribution and low surface; it is widely used for preparing mag-
netic and catalytic nanoparticles effi ciently.

2. Chemical Vapour Deposition Method (CVD)

It is a well-known process in which vapour of the material gets deposited on a heated surface through a 
chemical reaction route. In thermal CVD, the reaction is activated by a high temperature. The deposition 
chamber is an evacuated chamber, which is well connected with a gas-supply system. In the presence of 
gas at a medium pressure, a dissociation or reaction between two species takes place, and the newly formed 
molecule deposits on the heated wafer surface as a nanolayer. Silane (SiH4) nanolayer can be formed by dis-
sociating hydrogen gas into elementary silicon.

3. Sol–gel Process

A sol (aerosol) is a colloidal dispersion in liquid, and gel is a jellylike substance. Nitrates or carbonates are 
dissolved in d-ionised water. This solution is maintained at a suitable temperature, and then some amount of 
gelling agent is added to it. Sol–gel forms through stages of hydrolysis, condensation, growth of particles, 
and agglomeration of particles. Therefore, physical conditions such as viscosity, pH, temperature, etc., in this 
process are very crucial. The nanomaterials in the form of thin-fi lm coatings can be prepared by this method. 
To get a thin-fi lm coating, substrates like copper, nickel, or glass may be dipped in the solution before gel 
formation, and then annealing has to be done.

 This method is most widely preferred due to the following reasons.

 • Very high purity (99.9999%) can be obtained.

 • Large quantities of nanomaterials at a cheaper cost can be produced.

 • Co-synthesis of two or more materials simultaneously is possible.

 •  Microstructure, physical, chemical, and mechanical properties of the fi nal product can be controlled 
in this technique.

 • It can produce extremely homogeneous alloys, ceramics and composites.

  Nanomaterials can also be prepared by arc method, fl ame synthesis, laser method, inert gas condensation 
and electrodeposition.

9.3.4 Properties

 • These materials are more brittle.

 • They are very strong, hard, and tough. They are made up of small crystalline grains and the boundar-
ies between the grains arrest the propagation of defects. The interface area within the material greatly 
increases at a nanoscale and hence its hardness, toughness and strength increases.
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 • The atoms in the clusters have lower coordination numbers than the interior atoms. Decreasing the 
size of the clusters up to a nanoscale, therefore, increases the magnetic moments, e.g., rhenium clus-
ters show ferromagnetism at the nanoscale. They also exhibit higher coercivity and magnetization.

 • They show super plasticity even at lower temperatures. They can be deformed largely without any 
fracture.

 • The melting point reduces signifi cantly on reducing cluster/particle size.

 • The reactivity of these materials is excellent as compared to that of bulk on account of higher surface-
to-volume ratio of materials at the nanoscale.

 • Due to change in size, their electrical and thermal conductivity can be altered drastically.

 • Clusters of different sizes have different absorption spectra, e.g., nanoscale gold particles look orange, 
purple, red or greenish depending on the size of the cluster.

 • CNTs can be either metallic or semiconductors, depending on their structure. Some nanotubes have 
conductivities higher than copper, but others behave more like silicon.

9.3.5 Applications 

Due to some unique and important physical, chemical and mechanical properties, they are used in a number 
of applications. Some of them are enumerated below.

 (i) Nanomaterials such as tungsten carbide, tantalum carbide, titanium carbide, etc., are much harder, 
rugged, wear resistant, and corrosion resistant, have better shelf life and are widely used in cutting-
tool applications. Their use not only reduces production cost but also increases productivity.

 (ii) They can be used to make soft and permanent magnets with ease.

 (iii) Nanomaterials by sol–gel route results in a foamlike structure called an ‘aero gel’. They are extremely 
light weight, porous and yet tougher. Because they are porous they can trap air, and are lavishly used 
as thermal insulators instead of PUF (Poly Urethane Foam).

 (iv) They are also used as ‘smart’ window materials, which adjust themselves to the brightness or dark-

ness of daylight.

 (v) Due to their smaller impedance, they are used in impedance matching.

 (vi) They are used for the fabrication of signal processing elements such as fi lters, switches, wave guides, 
etc.

 (vii) They can be used in optical devices such as semiconductor lasers, electronic devices like nanotransis-
tors, memory devices and magnetic devices like magnetic storage devices, recording heads, etc.

 (viii) Nanomaterials such as tungsic oxide gel (WO3 xH2O) are used in low cost, very large fl at panel elec-

trochromic displays.

 (ix) Due to their enhanced chemical activity, they can be used as catalysts to react with toxic and noxious 
gases in automobile catalytic converters and power generators to prevent environmental pollution.

 (x) Nanocrystalline materials such as silicon carbide and silicon nitride are used in automotive applica-

tions such as high-strength springs, ball bearings, valve lifters, etc., due to their excellent physical, 
chemical and mechanical properties.

 (xi) They are used as components in high-temperature furnaces. 

 (xii) Nano crystalline sensor materials are extremely sensitive materials and so, they are used as smoke 
detectors, ice detectors on aircraft wings, automobile engine performance sensors, etc.
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 (xiii) CNTs are used in several applications such as membranes for molecular transport, fi lling materials 

in polymer composites, nanoscale reactors and channels, fuel cells, electrodes in electrochemistry, 

etc.

 (xiv) Nanowires are extremely thin wires with a diameter of the order of a few nanometres or less. They 
have about 10-atom thickness, but length can be longer even up to thousands of nanometres! They are 
prepared from a growth at molecule-to-molecule organization. Due to their excellent semiconductor 
properties, they are used in Field Effect Transistors (FET), Light Emitting Diode (LED), nanolas-

ers, solar cells, etc. A tiny nanowire is an extremely sensitive biological sensor, hence, they are used 
in DNA tests and other diagnostic tests with great accuracy and faster results. 

  This fi eld is fast developing; new applications and new materials with improved properties are developed 
at a much faster rate.

SHAPE MEMORY ALLOYS

9.4.1 Introduction

A majority of the new inventions come from the observations of nature and its analysis. The 
human body and biological systems are also wonderful objects of study. Biological functions such as sens-
ing, actuation and control by the organs also inspire material scientists and engineers. In order to develop 
better and improved functional materials, such smart or intelligent materials were explored. Shape memory 
alloys are such smart materials which can also perform functions like sensing, actuation and control. These 
materials can respond to external stimuli (physical conditions) such as temperature, pressure, moisture, light, 
electric fi eld, magnetic fi eld, etc.

 The development of such materials opens new avenues of applications such as aerospace, medical engi-
neering, automobile engineering, civil engineering, electronics engineering etc. A Shape Memory Alloy 
(SMA) is an alloy that ‘remembers’ its shape, and can be returned to that shape after being deformed on appli-
cation of heat to the alloy. When an SMA is cold (or below its transformation temperature), it has a low yield 
strength and hence can be deformed easily into any shape. But, it regains its original shape, when the material 
is heated above its transformation. This effect is known as Shape Memory Effect (SME), and the alloys are 
termed as Shape Memory Alloy (SMA). The shape-recovery process occurs due to solid–solid phase change 
on account of molecular rearrangement even though they are closely packed. Some piezoelectric and fi bre 
optic sensors with this quality are widely used in several applications.

9.4.2 Two Phases

There are two stable solid phases which occur in SMA. They are

 1. the high-temperature phase, called austenite(small platelet structure), and,

 2. the low-temperature phase, called martensite (needle like structure). 

 SMAs are metals which have two very unique properties namely, 

 Shape Memory Effect (SME) and Pseudo Elastic Effect or, Super Elastic Effects (SE).

Shape Memory Effect

The SME was fi rst pioneered in 1932 with a silver–cadmium alloy. It is the property of the alloy by which a 
specimen deformed at lower temperature returns to its original shape when heated to a higher temperature. 

9.4
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At the phase transformation temperature, the alloy undergoes a crystalline reversible solid-state phase change 
from martensite to austenite. Both these phases have different properties. It is possible to have a transforma-
tion temperature below ambient temperature and such an alloy behaves like a spring. Figures 9.3 and 9.4 
explain clearly crystallographic formation of martensite and its recovery to austenite upon heating (with or 
without loading).
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Fig. 9.3 Crystalline arrangement during SME 

 It is clear that the high-temperature austenite structure undergoes twinning upon cooling. This twinned 
structure is microscopically a needlelike structure known as martensite. This phase is relatively soft and eas-
ily deformed phase which occurs at lower temperature. On applying external load (stress), this phase wears 
a particular shape due to detwinning and is known as martensite. In this process, the material undergoes a 
large elastic strain. However, upon heating, the deformed martensite returns to the stable austenite structure 
by recovering from the elastic strain. Thus, SME can be explained. 
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Fig. 9.4 Temperature induced phase change of SMA without loading 
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Pseudo Elastic Effect

The ability of SMA to regain its original shape upon unload-
ing even after a substantial deformation is known as Super 
Elasticity (SE) or pseudo elasticity. This phenomenon occurs 
at a constant temperature, hence it is purely stress induced.

 On increasing the stress (load) on the SMA at a constant 
temperature, the austenite phase transforms into a marten-
site phase. However, as soon as the loading is decreased, the 
martensite phase begins to transform back to austenite phase. 
The temperature during this effect is well above Tf, i.e., the 
temperature at which the reverse transformation from mar-
tensite to austenite starts. In this effect, the material is found 
to be extremely elastic, nonlinear but temperature and strain 
dependent.

 The stress–strain relation of different phases at constant temperature of SE made of nickel–titanium is 
displayed in Fig. 9.5. 
 Figure 9.5 shows that the austenite phase has much higher yield and fl ow stresses, at a temperature above 
Tf. Martensite is easily deformed (strained) at a lower stress. This martensite reverts to the austenite phase 
after removing the stress as shown by the dashed line. No such shape recovery is found in the austenite 
phase upon straining or heating, as no phase change occurs therein. The above discussed two behaviours are 
termed as thermomechanical behaviours. The fi gure also shows an interesting stress–strain property of SE 
material as curves AB and CD. Here, the material is completely of austenite phase (t > Tf). At this constant 
temperature, the martensite phase can have stress induced strain (curve AB). However, upon unloading the 
material returns to its original shape (curve CD) of austenite phase without heating. This is a pure mechanical 
behaviour and is referred as pseudo elasticity or super elasticity.

9.4.3 Commercially Important SMAs

A wide variety of alloys display SME but only a few of them are used in commercial applications. Nickel–
Titanium (Ni–Ti) alloy is a most commonly used SMA. Its generic name is NITINOL (Nickel Titanium 
Naval Ordnance Laboratory). Other commercially used SMAs are Cu–Al–Ni, Cu–Zn–Al, Co–Ni–Al and 
ferromagnetic shape memory alloys (FSMA) such as Ni–Mn–Ga.

9.4.4 Merits and Demerits

Merits and Applications

 • They are bio-compatible and hence can be used in medical applications such as stents in the human 
body, vena cava fi lter used to trap blood clots, dental and orthodontic arch wires, nitinol needle wires 
to locate and mark breast tumor sites, to make tweezers to remove foreign objects through small inci-
sions, as guide wires for catheters through blood vessels, to design microsurgical instruments and 
micro grippers.

 • It has memory effects to the physical conditions and hence they can be used in number of applications 
such as making of eye-glass frames, cellphone antennas, fl uid fi ttings, fi ne tuned helicopter blades and 
SMA couplings in aerospace and marine industry, spring actuators, clutch systems, thermostats, oil 
pressure control unit in automobile industries.
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 • They have good mechanical properties (strong and corrosion resistance) and hence, they are used as 
couplers and fasteners, as industrial valves.

Demerits and Limitations

 • Relatively expensive.

 • Poor fatigue properties

 • Technology still in development stage.

BIOMATERIALS

9.5.1 General Information

In order to replace a damaged or injured part of a human body, novel materials or biomaterials 
came into light. A biomaterial can be defi ned by many ways but explicitly it can be defi ned as 

the following. A biomaterial is any material, natural or artifi cial, which comprises whole or part of a liv-

ing structure or biomedical device that can perform, augment or replace a natural function. Due to many 
advantages and their successful uses in medical applications, this fi eld is rapidly developing. Since they are 
used to make devices that would be in close or direct contact with the body to augment or replace a damaged 
or injured part, these materials have made a major impact in medicine science and patient care to improve 
the quality of life of humans. They are used in numerous applications such as artifi cial skin, artifi cial blood 
vessels, artifi cial heart and its parts, dental fi llings, pacemakers, wires, pins and plates for bone repair, total 
artifi cial joint replacements, contemporary medical devices, smart drug delivery systems, diagnostic prod-
ucts, etc.

9.5.2 Types

They can be classifi es as metals and alloys, polymers, ceramics and glasses, carbon and its composites. 
Such materials are used as molded or machined parts, coatings, fi bres, fi lms, foams and fabrics. They are pre-
pared and developed to have a combination of properties. They must meet following strict standards, criteria 
and stringent controls before they are used as prosthetic material or devices.

 • The Biofunctionality (Functional Performance) In order to use them as prosthetic devices to 
deliver their desired function most effectively, the physiochemical properties such as electrical and 
thermal conductivity, corrosion resistance durability, the adverse side effects in case of failure of the 
device, mechanical properties like strength, toughness, fatigue, hardness, etc., are to be evaluated and 
analysed. 

 • Biocompatibility It is the ability of a material to perform with an appropriate host response in a 
specifi c application. This material should not undergo degradation in its properties within the biologi-
cal environment of the body and should not cause any adverse reaction. The various processes that 
may degrade the biomaterials are corrosion, chemical modifi cation, swelling, leaching and wear, etc. 
The properties which may get adversely affected are wear resistance, fracture, toughness, strength, 
surface roughness, etc. 

 To meet such requirements the following biomaterials are used.

 1. Metals and Alloys(Biometals)

  Currently three types of biometals are in vogue, namely, pure Ti–Ti alloy, stainless steel 316L, Co-
Cr–Mo alloy.

9.5
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  Due to their excellent mechanical properties, they are widely used for load-bearing implants such as 
simple wires, plates, pins, screws used in orthopedic or orthodontic applications. They are also used 
in cardiovascular surgery and maxillofacial surgery.

 2. Polymers

  There are polymers such, poly amides(nondegradable), Poly propylene(PP), Polyethylene (PE), 
Poly Tetra Fluoro Ethylene(PTFE), Poly Ethylene Terephthalate(PET), Polyesters, Poly Methyl 
Methacrylate(PMMA), etc. 

  The polymers may undergo either unintentional degradation or controlled degradation. Chemical 
reactions such as oxidation, hydrolysis, and reduction may cause unintentional degradation. This may 
release chemicals and can induce adverse local systematic host reaction which may cause clinical 
complications. However, some polymers such as polylactic acid, polyglycolic acid, polyorthoesters, 
etc., may be synthesized to undergo controlled degradation. These materials degrade into smaller 
fragments and get eliminated by routine metabolic processes of the body.

 3. Ceramics and Glasses(Bio Ceramics)

  The ceramic materials are nonmetallic inorganic compounds. These materials are stiff, corrosion 
resistant, excellent wear resistant and lighter, with constraints such as brittle, diffi cult to process, poor 
tensile strength etc. Bioceramics such as alumina, zirconia, porcelain, bio active glasses, carbons, 
apatite ceramics are widely used in many medical applications. Alumina has excellent corrosion 
resistance, high compressive strength, good biocompatibility and excellent wear resistance properties. 
Therefore, it is widely used in dentistry since many decades. 

 4. Composites

  Composites of biomaterials such as PMMA-glass fi lters and BIS-GMA-quartz fi lter are used in the 
fi eld of dentistry as restorative material. They are lighter and still stronger; so they can be used for 
prosthetic limbs.

 Besides these types of materials, natural biomaterials derived from animals and plants such as collagen, 
keratin (obtained from hair), cellulose (obtained from plants), and chitin (obtained from insects or 
crustaceans) can also be used. The main advantage of these materials is that they are nontoxic as they are 
materials familiar to the body. However, they have limitations such as immunogenic and tendency to decom-
pose at temperatures below melting point with natural polymers of the body. 

9.5.3 Applications

Applications of each type of materials have been enumerated. However, some of the popular applications are 
as under:

 • They are commonly used as implants like hip joints, artifi cial lenses.

 • Peptides and DNA molecules are used as building blocks to build new nanostructures.

 • They are used for improved dressings for chronic wounds.

 • Regeneration of damaged or diseased tissues, e.g., nerve regeneration for spinal chord injuries can be 
engineered using the tissues.

 • ‘Smart’ surfaces for the culture of embryonic stem cells, artifi cial muscles with the help of electroac-
tive polymers can be developed.

 • ‘Bio nanotech’ engineering approaches can be used to manipulate cell function.
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Multiple-Choice Questions

 1. Shape memory alloys can repeat deformation 
and shape recovery

 (a) once only (b) twice only

 (c) 100 times only (d) for unlimited times

 2. The ability of SMA to regain its original shape 
upon unloading even after a substantial defor-
mation is

 (a) elastic effect (b) pseudo elastic effect

 (c) hysterisis effect (d) none of the above

 3. Thermal conductivity of CNT is 

 (a) very high (b) very low

 (c) neutral (d) negative

 4. Bulk metallic glasses have their strength-to-
weight ratio

 (a) high (b) low

 (c) positive but less than one

 (d) negative

 5. CNT can be used to form

 (a) inductor (b) resistor

 (c) transistor (d) transmission lines

 6. Temperature coeffi cient of resistance of metallic 
glasses is

 (a) high (b) very high

 (c) positive but less than one

 (d) negative

 7. Fe67 Co18 B14 Si and Fe40 Ni38 Mo4 B18 are the 
examples of 

 (a) metal–metal (b) metal–metalloid

 (c) metal–nonmetal (d) none of the above

 8. Twin roller system is used to prepare 

 (a) nano material (b) biomaterial

 (c) SMA (d) metallic glasses

 9. Nanomaterial can be prepared using 

 (a) ball milling (b) melt spinning

 (c) twin roller system (d) none of the above

 10. Containers for nuclear waste disposal can be 
prepared using metallic glasses due to their 

 (a) magnetic (b) chemical

 (c) mechanical (d) electrical properties.

 11. NMR spectra of fullerenes show

 (a) single line (b) single band

 (c) multiple lines (d) none of the above

 12. On decreasing the size of the clusters up to a 
nano scale, the magnetic moments

 (a) remain constant (b) increase

 (c) decrease (d) none of the above

 13. Nano wires can be used to make 

 (a) LED (b) transformers

 (c) antenna (d) transmission lines

 14. The interface area within the material at a nano 
scale 

 (a) remains constant (b) increases

 (c) decreases (d) none of the above

 15. NITINOL is a commercially used SMA of 

 (a) nickel–tantalum (b) nickel–titanium

 (c) nichrome–titanium 

 (d) nichrome–Tantalum

 16. The high-temperature phase of SMA is called

 (a) austenite (b) martensite

 (c) austmatensite (d) none of the above

 17. The natural biomaterial chitin can be obtained 
from

 (a) hair (b) insects

 (c) plants (d) fl owers

Answers to MCQ

 1. (d) 2. (b) 3. (a) 4. (a) 5. (c) 6. (c) 7. (b) 8. (d)  
 9. (a) 10. (a) 11. (a) 12. (b) 13. (a) 14. (b) 15. (b) 16. (a)

 17. (b) 
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Short-answer Questions

1. What are the differences between glasses and 
metallic glasses?

2. Enumerate ‘new engineering materials’ and explain 
their signifi cance. 

3. Explain briefl y the process of making of metallic 
glasses.

4. Why is it easier to form metallic glasses from 
alloys than from pure metals?

5. Describe unique properties of metallic glasses.

6. List out common techniques used in preparing 
metallic glasses.

7. What are the types of metallic glasses? Give their 
examples.

8. List out mechanical/electrical/ magnetic proper-
ties of metallic glasses.

9. Give applications of metallic glasses.

10. What are advantages of use of metallic glasses in 
transformers?

11. What are nanoscience and nanotechnology?

12. What are advantages of nanotechnology?

13. How are nanomaterials refereed in one, two, and 
three dimensions? 

14. What are quantum dots, nanowires, nanotubes, 
nanocolloidal?

15. Why do properties of nanomaterials alter and 
become size dependent?

16. Enumerate some important nanomaterials.

17. Explain the structures of bucky ball, CNT and 
quantum dots.

18. How can one see or image nanomaterials?

19. What are the types of CNT? Give their differ-
ences.

20. List out the methods of preparing nanomaterials.

21. Why is sol–gel method widely preferred?

22. Enumerate properties of nanomaterials.

23. What are applications of CNT?

24. What are the applications of nanomaterials?

25. Which nanomaterials are used in cutting-tool 
applications? Why?

26. What are Shape Memory Alloys (SMA)?

27. What is pseudo elasticity? Explain shape mem-
ory effect.

28. State and explain types of SMA.

29. What are smart materials? Where they are used?

30. State unique properties of SMA.

31. Name the crystal structures or phases exhibited 
by SMA.

32. What causes the SMA to remember its shape?

33. Explain the types of phase transformations in 
SMA.

34. What are Ni-Ti alloys? Give its commercial 
name.

35. List out the various fi elds of applications of 
SMA.

36. What are merits and demerits of SMA?

37. What is ferromagnetic SMA? Where they are 
used?

38. What are biomaterials?

39. What are the qualities that bio materials should 
have for using them in devices?

40. Enumerate the types of biomaterials.

41. Explain biofunctionality.

42. Explain biocompatibility.

43. List out the processes by which biomaterials can 
degrade.

44. List out the types of biomaterials.

45. What do you mean by controlled degradation and 
biodegradable materials?

46. Give names of commercial biomaterials.

47. Mention the applications of biodegradable mate-
rials.

48. What are natural biomaterials?

49. What are merits and demerits of natural bioma-
terials?

50. How are natural biomaterials obtained?
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Long-answer Questions

1. Discuss the properties, types and applications of 
metallic glasses.

2. Write a short note on melt spinning method to pre-
pare the metallic glasses.

3. What are the various properties of metallic glasses. 
Explain how they can be used in various applica-
tions.

4. Discuss the properties, types and applications of 
nanomaterials.

5. What is nanotechnology? Explain various applica-
tions of nanomaterials.

6. Write a short note on carbon nanotubes.

7. Discuss the methods of preparing nanomaterials.

8. Discuss structures and applications of some impor-
tant nanomaterials.

9. Write a short note on SME and SMA.

10. Discuss temperature induced crystallographic 
changes in SMA.

11. Explain stress–strain behaviour of SMA at a con-
stant temperature.

12. Write a short note on pseudoelastic effect of 
SMA.

13. What are commercial SMAs? Give their merits 
and demerits.

14. Discuss the properties, types and applications of 
biomaterials.

15. Write a short note on biomedical materials.

16. Write a short note on natural biomaterials.

17. Discuss the applications of biomedical materi-
als.

Questions From Previous Exams

 (i) What do you mean by metallic glasses? (GTU- Jan’ 2009)
  Metallic glasses are metal alloys that are amorphous. They do not have a long-range atomic order. 

They share the properties of both metals and glasses.

 (ii) Discuss the properties, types and applications of metallic glasses. (GTU- Jan’ 2009)
  (Refer Section: 9.2)

 (iii) Write the properties of metallic glasses. (GTU- Jan’ 2010)
  (Refer Section: 9.2)

 (iv) What is nanotechnology? Write the application of nanotechnology. (GTU- Jan’ 2010)
  (Refer Section: 9.3)

 (v) What is a biomaterial? What are the types of biomaterials? (GTU- Jan’ 2010)
  (Refer Section: 9.5)

 (vi) Give any two applications of biomaterials. (GTU- June’ 2010)
  Artifi cial body parts, ceramic material.

 (vii) Mention any fi ve properties and application of nanomaterials. (GTU- June’ 2010)
  (Refer Section: 9.3)
 (viii) Explain the types, properties of metallic glasses and melt spinning technique to prepare the 

metallic glasses.    (GTU- June’ 2010)
  (Refer Section: 9.2)
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 (ix) Short notes (1) Shape Memory Effect (GTU- Jan’ 2009) (GTU- Jan’ 2010)
  (Refer Section: 9.4)

 (x) Draw only the material phase transformation diagrams for shape memory effect (temperature 
Vs load and pseudo-elasticity (stress Vs strain) (GTU- June’ 2010)

  (Refer Section: 9.4) 
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Non-Destructive
Testing

10.1

Suppose there is a crack in the wall or gate of any dam which is 

full of water. Think of a nuclear reactor or chemical reactor with 

some fl aw. How dangerous it can be! They have to be inspected 

and tested to avoid major damage and accidents. How can we test 

and measure such things? Every engineer must know the basic 

methods of non-destructive testing. A list of such techniques and 

their methods are described in this chapter.

INTRODUCTION

An industrial product is designed to perform a specifi c 
function most reliably and most accurately. The reliability 
of a product depends upon the individual reliability factor 

of all the parts or components used in that product. Thus, to produce 
high-quality products, it is important that each individual component 
is reliable and performs its function accurately for an assigned period 
of time. (Just like each player plays well in a winning team! One weak 
or bad player can gift you a defeat!) 
 The quality of products, components or parts depends much upon 
many factors like the design, raw material, and fabrication techniques. 
Quality is also related to the presence of the defects and imperfec-
tions present in the components or fi nished product which impair the 
performance level. Knowledge of these defects with a view to detect 
and evaluate them and then minimizing in the product is essential to 
achieve improved or acceptable level of quality. Therefore, the tech-
niques based on physical principles such as Non-Destructive Testing 
(NDT), Non-Destructive Evaluation (NDE), Non-Destructive Inspec-
tion (NDI) have been developed. Non-Destructive Testing (NDT) 
refers to the entire test methods which detect the harmful defects and 
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imperfections in the fi nished products or their part without affecting its future usefulness, i.e., without dam-
age or reduction of the service life of the product or component. After the test process, the product can be 
used again for which it was designed.

OBJECTIVES OF NON-DESTRUCTIVE TESTING

Defects, faults, fl aws, or imperfections can occur during manufacturing, or during assembly, or 
installation, or during pre-service life. Such irregularities are inevitable so, with the help of NDT, 
one can detect the defects and give information about their distribution. The main objectives of 
NDT are enumerated as under:

 • To improve productivity and hence to increase the profi tability

  With the help of NDT, useless wear and tear on the plant can be avoided. Testing at an early stage of 
basic workpieces like casting, welds and components increases the quality of product and hence the 
profi t.

 • To increase service life of the product

  Faults, defects and fl aws are known to decrease the service life of the products or components used 
therein. By detection of these irregularities and then, taking corrective measures accordingly, can 
increase service life of the product greatly.

 • To prevent accidents and increase the safety

  Defects may develop during the service life of the product. Such defects may be hazardous, e.g., high 
pressure reactors and vessels to be used in automobile and chemical industries, aircraft structures, etc. 
Cracks and fl aws can be dangerous and can lead to accidents. So, with the help of NDT we can detect 
them and can replace if the component/product has defects greater than the allowed limit. Therefore, 
periodical testing of the component and product is a routine exercise in industry to ensure the safety. 

 • To maintain strict quality control standards 

 • To improve reliability and precision of the product

COMPARISON OF DESTRUCTIVE AND NON-DESTRUCTIVE TESTING 

The objectivity of NDT can be well resolved by understanding bellow given table which describes 
the merits and demerits of NDT over destructive testing.

Table 10.1 Merits and demerits of NDT over destructive Testing 

 Destructive  Tests Non-destructive tests 

 Merits Demerits

 Direct and reliable measurement. Being indirect measurements, their reliability must be verifi ed.
 Generally quantitative measurement Generally, qualitative measurement, so judgmental rather  
  than analytical. Measurements can also be done quantitatively.

 Direct relation between material properties Skilled judgement and experienced professionals can interpret 
 and test measurements.  the measurements.

10.2

10.3
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 Demerits  Merits

 Due to the direct tests on the objects correlation  Testing on actual component is possible. 
 between the objects and the specimen used
 needs to be established.

 A single test may measure only one or a few Many NDT methods can be applied on the same 
 of the properties. many properties of interest can be measured.

 In service, testing is not possible. In service, testing is possible.
 Preparation of the test specimen is costly. Very little preparation is enough hence relatively cheaper.
 Repeated measurements and checks over Repeated measurements and checks over a period of time 
 a period of time are not possible. are possible.

 They are time-consuming methods. They are very speedy methods.

TYPES OF DEFECTS

Defects are unavoidably and inherently present in many of the metallurgical specimens. They can 
be classifi ed broadly in two categories. 

  • Defects, disorders, irregularities present at the surface

  Cracks developing due to unsatisfactory conditions either during cooling or during heat 
treatment, surface scales and defects present at the surface due to material processing or 
faulty technique are included in this category. 

 • Flaws, cracks, porosity, etc., present below the surface

  During or after solidifi cation of metals discontinuity such as cracks due to fracture takes place at 
subsurface level. During casting (pouring or injecting molten metal into a cavity of desired shape) 
entrapped gas develops porosity, Blow holes, nonmetal inclusions (sand, slag, oxides, etc.)  in cast-
ing. Seams or surface irregularities such as cracks develop on the slabs or metallic vessels during 
rolling or extrusion process. Lamination is the fl attened discontinuities. They occur during forging 
process wherein materials are shaped by pressing or hammering, etc.

VARIOUS METHODS OF NON-DESTRUCTIVE TESTING 

NDT tests are specifi c for a given application. Selection of the method and equipments necessary 
for these tests can be based on the specifi cations as per the suggested codes or standards. It is a 
matter of fact that no single method is capable of revealing all surface and subsurface discontinui-

ties in all types of materials. Therefore, in order to get complete evaluation of the quality of the product, part 
or component combinations of tests are carried out.
 Most popularly used NDT methods by industrial quality control engineers and scientists are listed as per 
following:
 • Visual inspection
 • Liquid penetrant testing
 • Magnetic particle (magnafl ux) inspection
 • Eddy current testing

10.4

10.5
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 • Radio graphic methods                                                  
 (a) X-ray radiography
 (b) Gamma ray radiography       
 • Ultrasonic inspection methods
 • Thermography and pulse echo methods
 • The details of some important methods are described in detail in following sections.

10.5.1 Visual Inspection Method

It is the most widely used method as it is simple, easy, quick, and cheaper. It can reveal gross surface defects. 
The visual inspection method has been developed to a very high degree of precision due to advancement 
of microprocessors, computers, visual pattern recognition, image processing, etc. Generally, this method 
is employed on the specimen even though it has to be tested by other NDT methods as well, because this 
method reveals the following fi rst-hand information.
 (i) Surface porosity
 (ii) General information of the component
 (iii) Presence or absence of corrosive products on the surface of the specimen
 (iv) Presence or absence of cracks
 (v) Orientation and position of cracks
 (vi) Potential sources of mechanical weakness such as sharp notches or misalignment, etc.
 The basic procedure used involves the adequate cleaning of the specimen before visual inspection fol-
lowed by illumination of the specimen with light and then, examined with naked eye or by optical aids 
such as photodetector, microscope, bore scope, endoscope, fl exi scope, telescope, holography, etc. For visual 
inspection, adequate lighting, i.e., 800–1000 lux is essential. The human eye has excellent visual perception 
and hence is the most valuable NDT tool. It has limitations for distinguishing the differences in brightness 
and closer wavelengths. A microscope is used by visual inspectors to magnify the minute or fi ner defects 
which cannot be detected by the unaided eye. Bore scope helps to inspect the inside of a narrow tube, bore, or 
chamber. The endoscope has a better optical system and a high intensity light source than the bore scope. A 
unique feature of the endoscope is that objects are constantly in focus from about 4 mm to infi nity. Hence, it 
has ‘no focusing’ feature. The fl exiscope is a fl exible fi bre optic bore scope which permits the visual inspec-
tion of inaccessible regions such as corners and passages with directional changes. Holography is a very 
important technique to obtain an accurate three-dimensional image of a given object. It is used for highly 
complicated and precision components.

10.5.2 Liquid/dye Penetrant Method 

This method is familiar among the professionals either as LPI (LIQUID Penetrant Inspection) or as DPI (Dye 
Penetrant Inspection). This method is best suitable for detecting very fi ne cracks and surface openings as nar-
row as 150 nm. It is simple to use and relatively cheaper than any other NDT methods. Penetrant inspection 
uses capillary action to attract low surface tension fl uid to the discontinuity as compared to surroundings, 
which creates a recognizable indication of a crack or other surface opening. It is most widely used to detect 
casting and forging defects, cracks, and leaks in new products, and fatigue cracks on in-service components. 
It is not suitable for dirty and rough surfaces. 
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Basic Principle

When a liquid penetrant is applied over a clean surface to be inspected, the penetrant seeps/penetrates into 
cavities that are open to the surface by the combined action of surface tension and capillary action. After 
removal of excess penetrant, development by blotting action of the developer powder and then, inspection 
either by visible light or by UV light, one can recognize indication of the defect. Fluorescence can also be 
exploited to improve the reliability and resolution of the method.

Basic steps involved in Penetrant Inspection 

Basic steps involved in penetrant inspection are enumerated as under and illustrated in Fig. 10.1
1. Cleaning It is the foremost step in the penetrant inspection method. Initial cleaning of the surface area 
to be inspected is very important. If the surface to be inspected prevents the penetrant to enter into the dis-
continuity due to contaminants like scale, paint, fl akes, dirt, grease, etc., it can lead to either masking of real 
indications or faulty creation of defect indication. A satisfactory combination of solvents, brushes, rags, 
etchants, etc., must be chosen carefully. It is essential that the cleaned surface be adequately dried before the 
application of the penetrant because the presence of solvents may dilute the penetrant and decrease the bril-
liance of the indication of the defects.

Defect Liquid/dye penetrant

(a) Open defect (b) Applied penetrant in the crack

Developer with
no penetrant

Developer
with absorbed
penetrant

(c) Removal of excess penetrant from
the surface but leaving it in the cavity

UV or visible light for inspection

(d) Enlarged width of penetrant due to
developer

(e) Detection of defect by visible inspection

Fig. 10.1 Sequence of steps involved in Liquid/ dye penetrant method 

2. Penetrant Application All liquids can fl ow into various types of very fi ne surface openings by capillary 
action however very viscous (sticky) liquids are unsuitable as penetrants; because they cannot fl ow rapidly 
in the cavity hence the dwel time (the amount of time required to enter into the cavity) would be more for 
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such liquids. Besides this, the penetrant must also be able to carry a dye that can mark a metal. The dye 
fl oated within the liquid penetrant can either be a fl uorescent or visible dye. Application of penetrant may be 
performed on the cleaned surface by dipping, immersing, spraying, brushing, etc. A minimum dwel time of 
about 20 to 30 minutes may be allowed after penetrant application. 
3. Removal of excess penetrant This step though simple involves a lot of skill. In this step, the surface must 
be clear of penetrant but the defect/cavity/crack must retain all of the penetrant which moved into it. Excess 
cleaning may remove the penetrant from the upper region of the defect hence developer does not reach the 
penetrant and, therefore, no defect is indicated. On the other hand, insuffi cient cleaning will retain a back-
ground penetrant on the surface which ultimately results into the poor indication of the defect. To remove 
excess penetrant, cleaning of a surface using a solvent and then rinsing with water or fi rst treating with emul-
sifi er and then rinsing with water can be undertaken.
4. Application of developer A thin coat of developer is applied over the surface to draw the penetrant out 
of the crack to enhance visibility of the indication. It acts as a blotter. It also covers the surface with a colour 
to enable good contrast.
 The developer material such as dry powder, aqueous/wet powder-suspension, solvent suspension, plastic 
fi lm, etc., may be used for the purpose. Wet developers, either aqueous/wet powder-suspension or solvent 
suspension can be applied on the surface by several techniques like spray, immersion, fl uidized bed, electro-
static means, etc. They are preferred when the surface is still damp to touch. Dry powder can be applied either 
by sprinkling on the surface or by passing the part through a developer dust cloud chamber so that the powder 
absorbs the liquid from the fl aws which are immediately revealed. The dry developer should only be applied 
to the thoroughly dry surface.
5. Inspection and evaluation The last step in the process is the scanning of the surface for indications. It 
can be carried out under visible, UV or laser light conditions and the defect recognition may be made with the 
human eye or with automated optical scanners. Two types of indications are possible, true or false. True-type 

indications are caused by penetrant bleeding out from actual defects in the sample. True indications reveal 
surface discontinuities such as large cracks, pits, porosities, etc. False indications are not caused by fl aws at 

the surface of the sample. They are caused by following incorrect liquid penetrant applications or rough and 
irregular surfaces on the test material.

Merits and Demerits of Liquid Penetrant Method

Merits

 • It is a simple, cheap and well-established method.
 • It is used to detect the fl aws irrespective of size, shape, internal structure, chemical composition and 

fl ow orientation.
 • The defect indication can have a high visual contrast.
 • The developer draws the penetrant out of the crack over a wide area of the discontinuity and hence it 

resolves better.
Demerits

 • It cannot be used to detect subsurface defects or discontinuities.
 • Proper cleaning and removal of excess penetrant is necessary for reliable results.
 • It is necessary to check compatibility on the test material especially while using plastic materials.
Applications

 • This method is used for detecting surface defects such as fatigue cracks, porosity, lack of joints in 
welds, etc.
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 • This method is applicable for a wide variety of materials like ferrous, nonferrous, nonmagnetic metals 
(plastic, glass or ceramic).

 • It is suitable for detecting cracks in fabrication and regrinding of the casting, steam and gas turbine 
blades, electronic applications, etc.

10.5.3 Radiographic Method

Radiography is an NDT method to indicate the presence and nature of defects or other structural discontinui-
ties in the interior of the materials with the help of ionizing radiations like X rays, gamma rays, electron beam, 
neutron beam, etc. Radiography is essentially based on the principle of shadow projection. In this process, a 
permanent image on a fi lm is produced on shinning the material with radio (short wave length) waves. This 
image may be termed as radiograph, image fi lm or xero-radiograph. It can produce a real-time image which 
can be viewed on a fl uorescent screen or image intensifi er plates.
 It is most widely used for the detection of internal defects such as porosity and voids. With proper orienta-
tion, planner defects can also be detected. It can also be used to know the changes in material composition, 
thickness measurements, and locating unwanted or faulty components hidden from view in an assembled 
part.
Basic Principle The basic principle of this technique is illustrated in Fig.10.2. Shorter wavelength radia-
tions have high penetration power in the material. The amount of absorption of this radiation is a function 
of density and thickness of the material. If there is any cavity or discontinuity in the interior of the material, 
the beam of radiation will penetrate less in such a defective area 
than in solid material. This will result in the variation in the 
absorption of the rays by the material in the defective area. This 
variation in absorption is measured or recorded as shadow on 
a fi lm sensitive to X rays or gamma rays, which produces an 
image and indicates the presence of the defect. Variation in the 
darkness on the obtained xerograph (using X rays) or gamma 
graph (using gamma rays) can provide information about the 
internal structure of the material. The basic set-up includes a 
source of radiation, the object to be radiographed and a detec-
tor (usually, a sheet of photographic fi lm or image intensifi er 
plate).

Absorption of Radiation by the Object under Test

As radiation passes through the material, the intensity of the radiation decreases. This decrease in intensity 
dI is proportional to the intensity I of the incident radiation and the thickness dx of the absorbing material. 
Therefore,
  dI = –m Idx (10.1)
where m is a constant of proportionality and the–ve sign is the decrease in intensity.
 On integrating this equation, we get,
  I = I0 e

– m x (10.2)  
where I0 and I are the intensities of the incident and emergent rays respectively,  x is the thickness and m is the 
linear coeffi cient of absorption of radiation  for the medium through which the rays are passing. m is lower 
for shorter-wavelength radiations.

Source

Defect image

Recording
medium (Film)

Defect

Specimen

Beam

Fig. 10.2 Basic Principle involved in
   Radiography
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 Two popular radiographic methods are X-ray radiography and gamma ray radiography.

X ray radiography

The experimental-set up shown in Figure 10.3 illustrates the principle of X-ray radiography. 

Source of X-ray

Lead diaphram

Flaw
Specimen

Film of X-ray Film of X-ray

Flaw

Specimen

1 2
X-ray source
positions 1 and 2

(a) (b)

Fig. 10.3 (a) Principle of X ray Radiography; (b) Loction of the fl aw within the specimen volume

 X-rays are short-wave electromagnetic waves of wavelength of about 0.1Å. They can be produced by a 
Coolidge tube and is known as source. These rays have very good penetration power and so are made to pass 
through the specimen. The specimen is a plate of uniform thickness containing some discontinuities which 
have absorption characteristics different from those of the surrounding material. The amount of radiation 
which impinges on the fi lm in the area below the defect is different from the amount that impinges on adja-
cent areas. This can produce a latent image of the discontinuity on the fi lm or detector. On developing, this 
image of the defective area emerges as a shadow of different photographic density than its surrounding.
 To get the exact location of the fl aw or defect, at least two radiographs with the X-ray source at two dif-
ferent positions, as shown in Fig.10.3b, in a line parallel to fi lm must be taken. It can be obtained using the 
relation

  d =   FS
 _____ 

S + P
   (10.3) 

where F is the distance between the fi lm and the position of the X-ray source, S is the distance between the 
images of the fl aw, and P is the distance between two positions of the X-ray source.
Merits

 • No prior preparation of the specimen surface or extra skill is necessary.
 • The basic advantage is due to the use of ionizing radiation, which enables examining objects of dif-

ferent shapes and size ranging from microminiature electronic parts to giant missile or power-plant 
structures. 

 • This method can be applicable on a large variety of materials.
Demerits

 • Hazards due to longer exposure to radiation can cause adverse biological effects on the body.
 • It is very expensive.
 • Defects cannot be indicated unless they are oriented properly to the radiation.
 • Very fi ne discontinuities like inclusions in wrought materials, fl akes, microporosity, etc., cannot be 

detected easily.
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Applications

 • It can be used on castings, forgings and welding.
 • It can be used on forging and mechanical assemblies.
 • This method is widely used to inspect most types of solid materials such as ferrous and nonferrous 

alloys, nonmetallic materials composites, etc.
 • It is well suited to the inspection of semiconductor devices for detection of cracks, broken wires, 

unsoldered connections, etc.
 • This method is very good to inspect the condition and proper placement of components, for liquid-

level measurement in sealed components, etc.

10.5.4 X-ray Fluoroscopy

Another method similar to radiography is X-ray fl uoroscopy. The difference in this method is that the X-ray 
image is projected on a fl uorescent screen instead of being photographed on a photographic fi lm. It is widely 
used for the inspection before getting approval of the fi nal product, e.g., inspection of fruits before packing, 
canned foods, etc.
 In this technique, a fl uorescent screen is held behind the test object instead of a photographic fi lm. The 
X-rays are converted into visible light and an image of the object can be seen on this screen. The quality of 
the image obtained on the fl uorescent screen is usually very faint and it is diffi cult to ascertain the details of 
defects. But by using a suitably sensitive closedcircuit television (CCTV) camera focused on the fl uorescent 
screen, a brighter image can be obtained on the television monitor screen. The radiation hazards can be elimi-
nated because the image is produced on a television monitor, which can be kept at a large distance from the 
x-ray equipment.  The image on the television can be converted into digital data and using digital image pro-
cessing technique, image enhancement can be achieved. This method is also known as real-time radiography. 
The term fl uoroscopy is used for real-time radiography. A basic system is shown in Fig. 10.4.

Light

Electrons

X-ray image
intensifier tube

Source

Analogue to
digital
converter

Television
camera

Computer
image
processing

Recorder

Display monitor

Fig. 10.4 Schematic diagram of real-time radiography system/ X-ray fl uoroscopy
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 As shown in Fig.10.4, a source of radiation, test object, X-ray image intensifi er, television camera, ana-
logue to digital converter, computer with image processing unit, recorder and display monitor is arranged. 
The X-rays from the source pass through the object and strike the double layer screen in the image intensifi er. 
The X-rays incident on the fl uorescent layer of the screen convert it into light. An electron image of the vis-
ible image produced by the fl uorescent layer is generated by adjoining photocathode layer. From the double 
layer input screen, the electrons are accelerated and focused onto a smaller output screen. The output screen 
now reconverts the electron image into a visible image such that the dim image from the input screen is made 
hundred to ten thousand times more intense. The television camera views the image and converts it into digi-
tal data by the analogue-to-digital converter. The computer now processes the digital output and the real-time 
image of the object is presented on the display monitor.

10.5.5 Ultrasonic Inspection Method   

Ultrasonic testing is a versatile NDT method which has a wider applicability. It is most successfully used 
to detect surface as well as internal discontinuity such as seams, voids, cracks, laps, blow holes, inclusions, 
etc. It is already learnt that ultrasonic waves are the sound waves with frequency 20 kHz to 25 MHz. We also 
know their properties and the production methods.  
Basic Principle This method is based on one of the properties of these waves that they refl ect at the inter-
faces and at the change in the medium. These refl ections are used to detect the fl aws, defects or discontinuity 
in the form of cracks, blowholes, porosity, air bubbles, etc., in the internal structure of a material. Thus, by 
transmitting ultrasonic waves to a test specimen and by recording its refl ections at the receiving detector, 
the discontinuities can be analyzed to study the location, shape and size of the defects. Better results can be 
obtained with higher frequencies (smaller wavelengths) and therefore ultrasonic waves of the frequencies 
between 0.5 MHz to 20 MHz are used.
Basic Equipments used in Ultrasonic Methods The following equipments are used in ultrasonic test 
method.
 • An electronic signal generator to generate ac voltage
 • A transmitting transducer such as piezoelectric device, which transmits ultrasonic waves when ac 

voltage from the generator is applied.
 • A receiving transducer to record the refl ected ultrasonic waves from the test specimen and to convert 

them in the corresponding electrical signal.
 • An amplifi er to modify the signal from the receiving transducer to project it on a display (CRO).
 • An electronic timer to measure the time delay (difference) between transmitted and received signals.
 Mostly, a single piezoelectric transducer acts alternatively as a transmitter as well as a receiver. The fol-
lowing self-explanatory block diagram of Fig. 10.5 illustrates the ultrasonic pulse echo method.

Types of Commercial Ultrasonic Test System

Three types of ultrasonic test systems are commercially widely used.
 They are 
 1. Pulse echo system 
 2. Resonance system 
 3. Through transmission system 
  The pulse echo system is most popular among NDT professionals.
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Pulse Echo Method In this system, a single transducer is used for the purpose of transmission as well as 
reception of the ultrasonic waves as shown in Fig. 10.6. To improve the contact between the test material and 
the transducer couplets, materials such as glycerin, jelly, thin oil, etc., may be used. From the transmitter, 
the electric pulse is fed to the transducer probe. The transducer is excited by the electric signals of ultrasonic 
range of frequencies and vibrates at its resonant frequency. This signal is propagated into the test object 
through the couplet layer. The pulse also triggers the time base generator of CRO, so that the ultrasonic signal 
starts to move into the test object. At the same time, the luminous spot moves across the CRO screen. The 
transducer is applied to the Y plates of CRO through an amplifi er.

Coaxial cable to connect to
instruments like CRO and power supply

at

a0 Defect

Piezoelectric transducer which
transmits and receives ultrasonic
signals

Signals reflected from the
defect

Test specimen

Signals reflected
from other side of
the test specimen

Fig. 10.6 Pulse echo ultrasonic system

 As the signal passes through the top surface of the test object, there will be a pattern on the CRO screen as 
shown in Fig. 10.7 and labeled as T therein, but if there is no defect in the test specimen, the refl ected pattern 
will appear at R in the same fi gure. 
 However, if there is a fl aw within it, the wave will be refl ected (echo) and a change in pattern will appear 
on the screen as shown in Fig. 10.8 and labeled as E therein. The specimen is also tested through its entire 
thickness, marked as R in Fig. 10.8.

Receiver
Pulse

generator Synchroniser Frequency
generator

Amplifier

CRO

Fig. 10.5 Block diagram of pulse echo method with basic equipments
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t

T R

Distance from the
top of the test surface
to deflected at a
distance d

Reflected pulse
from defect or flaw

d

E

 Fig. 10.8 Defect indicated at a distance

 The refl ected pulse from the fl aw will appear as a smaller ‘pip’ between the other two, i.e., one from the 
top and the other from bottom. The distance to a fl aw can be accurately measured as the distance between the 
pips on the oscilloscope screen represent elapsed/delay time of the refl ected pulse. 

Solved Problems

 1 Find the echo time of ultrasonic pulse traveling with a velocity of 6 km/sec in mild steel whose 

correct thickness is 18 mm.

Solution Given, thickness t = 18 mm = 18 × 10–3 m, velocity v = 6 × 103 m/sec

\  thickness =   vt
 __ 

2
  

\  Echotime =   2d
 ___ v   =   2 × 18 × 10–3

  ___________ 
6 × 103

   = 6 × 10–6 s

t

T R

Distance from the top of
the test surface to the
opposite surface

Reflected
pulseTransmitted

Pulse

Time distance
scale

Fig. 10.7 No defect shown on CRO Display
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2 Calculate the frequency to which a transducer oscillator circuit should be tuned so that a 

piezoelectric transducer of 0.1 cm thickness oscillates in its fundamental mode to produce 

ultrasonic waves. (Young’s modulus of the transducer crystal = 80 Gpa, Density of material of 

crystal = 3200 kg/m3)

Solution Given, t = 0.1 × 10–2 m, E = 80 Gpa = 80 × 109 pa
  r = 3200 kg/m3 f = ? 

  f =   1 __ 
2t

    ÷ 
____

 E/r  

  =   1 ____________  
2 × 0.1 × 10–2

    ÷ 
____________

  80 × 109/3200  

   =   1 _____ 
0.002

    ÷ 
______

 109/40   = 2.88 × 106 Hz

3. Velocity of ultrasonic waves in mild steel is 6 km/sec. The velocity of ultrasonic waves in brass 

measured by an ultrasonic gauge meter which was calibrated for mild steel was found to be 

4 km/sec. If the thickness of the brass plate measured by the same meter is 15 cm what is its real 

thickness?

Solution Given, Vms = 6 × 103 m/sec, Vbrass = 4 × 103 m/sec, t = 15 × 10–2 m
  We Know that f l = v and f m 1/thickness
\  v1t1 = v2t2 

  t1 =   
v2 t2 ____ v1

   =   4 × 103 × 15 ___________ 
6 × 103

  

  t1 = 10 m 

Multiple-Choice Questions

 1. Dye penetrant method is best suitable for 
 (a) nonferrous metal (b) ferrous metal
 (c) For a and b both (d) None of the above 
 2. While removing excess penetrant
 (a) all the penetrant on the surface is removed.
 (b) Penetrant trapped in defect is removed. 
 (c) a and b both are true                                      
 (d) None of the above is true.
 3. The objectives of NDT are
 (a) to prevent accidents and increase the safety
 (b) to improve productivity and hence to 

increase the profi tability

 (c) a and b both are true
 (d) none of the above is true
 4. Bore scope helps to inspect
 (a) an accurate three-dimensional image of a 

given object.
 (b) the inside of a narrow tube, bore, or cham-

ber
 (c) For a and b both
 (d) none of the above
 5. Flexiscope is used in 
 (a) ultrasonic testing method 
 (b) liquid penetrant testing method
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 (c) for a and b both
 (d) visual Inspection system 
 6. Ionizing radiation of short wavelength is used 

in
 (a) ultrasonic testing method
 (b) liquid penetrant testing method
 (c) xerography testing method
 (d) visual inspection system
 7. The following instrument is needed for ultra-

sonic testing

 (a) voltmeter (b) thermometer
 (c) CRO (d) none of the above
 8. Couplets such as glycerin, jelly, thin oil, etc., 

between the test material and the ultrasonic 
transducer may be used

 (a) to make surface smooth
 (b) to ensure proper contact
 (c) to make test cheaper
 (d) none of the above

Answers to the MCQ

 1 (a) 2 (a) 3 (c) 4 (b) 5 (d) 6 (c) 7 (c) 8 (b)

Practice Problems

1. The frequency of the piezoelectric oscillator cir-
cuit is 2.7 MHz. Calculate the thickness of the crystal 
needed to tuned with the oscillator in its fundamental 

mode to generate ultrasonic waves. Given, density of 
the crystal is 2654 kg/m3 and Young’s modulus of the 
material of the crystal is 80 GPa. [Ans: 0.1 cm]

Short-answer Questions

1. What do you mean by NDT? 
2. Enumerate methods of NDT.
3. What are the objectives of NDT?
4. What are the advantages of NDT?
5. Distinguish clearly between destructive testing 
and nondestructive testing.
6. Which type of defects can be detected /tested using 
nondestructive testing?
7. What are the demerits or limitations of NDT?
8. Explain the basic principle of Liquid Penetrant 
Testing (LPT) method.
9. Give the characteristics of liquid penetrant to be 
used in LPT method. 
10. List out sequential steps of LPT method.
11. What care must be taken while following LPT? 
Why?

12. What is radiography?
13. Explain the principle of radiography.
14. What are the advantages of xeroradiograph?
15. Distinguish between radiography and fl uoros-
copy.
16. Explain the principle of ultrasonic testing 
method.
17. What are the basic components used in ultrasonic 
inspection system?
18. Which type of defects can be detected using 
visual inspection method?
19. State and explain the optical aids used in visual 
inspection method.
20. What are the limitations of human eye for visual 
inspection method?
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Long-answer Questions

1. Discuss the objectives of NDT methods.
2. Discuss the general principles behind the various 
types of NDT methods.
3. Draw a schematic diagram of ultrasonic fl aw 
detector and hence, explain its operation.
4. Write a short note on visual inspection method.
5. Giving sequence of steps involved explain LPT. 
What are its merits and demerits?

6. Explain the principle of X-ray radiography and 
describe the technique to detect the location of the 
fl aws by X-rays.
7. Which NDT method should be employed to test 
the steel components? Explain it in detail.
8. Compare different NDT methods. Mention where 
they are best suitable.

Questions From Previous Exams

 (i) Defi ne NDT.   (GTU- Jan’ 2009), (GTU- June’ 2010)

  It is a testing of specimen to detect the presence of defects such as cracks, holes and fl aws without 
causing any damage to the material 

 (ii) Discuss in detail the ultrasonic fl aw detection. (GTU- Jan’ 2009)

  (Refer Section: 10.5.5) 
 (iii) Discuss the liquid penetration method of NDT in detail. (GTU- Jan’ 2009)

  (Refer Section: 10.5.2) 
 (iv) What are the objectives of NDT? Discuss about the ultrasonic inspection method-pulse echo 

system.   (GTU- Jan’ 2010)

  (Refer Section: 10.5.5)
 (v) Explain X-ray Radiography. (GTU- Jan’ 2010)

  (Refer Section: 10.5.3) 
 (vi) What is radiography?   (GTU- June’ 2010)

  (Refer Section: 10.5.3)
 (vii) Discuss the dye penetrant method of NDT in detail. (GTU- June’ 2010)

  (Refer Section: 10.5.2) 
 (viii) Draw a block diagram of an ultrasonic fl aw detector and explain its actions. (GTU- June’ 2010) 

(Refer Section: 10.5.5)
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Q.1

 (i) Defi ne the unit cell

  It is a smallest geometric fi gure, the repetition of which gives the actual crystal structure.

 (ii) State the properties of LASER.

  It has four properties namely, Coherence, High Intensity, High Directionality and High Monochro-

matic.

 (iii) What is the life time of charge carrier in metastable state?

  The life time of charge carrier in metastable state is 10–3 to 10–2 sec.

 (iv) What is the standard Intensity? Give its value.

  The minimum sound intensity which a human ear can sense is called the standard intensity. It value is 

10–12Wm–2.

 (v) Defi ne the reverberation time.

  The time taken by a sound intensity to fall below the minimum audibility level after the source 

stopped sounding.

 (vi) Defi ne piezoelectric effect.

  When pressure is applied to one pair of opposite faces of crystals like quartz, tourmaline, Rochelle 

salt etc, cut with their faces perpendicular to its optic axis equal and opposite charges appear across 

its other faces.

 (vii) Defi ne total internal refl ection. 

  The light approaches the wall of the fi ber with an angle of incident F that is greater than the critical 

angle; the incident light does not refracted but refl ects inside the denser medium.

 (viii) State the main components of optical fi ber communication system.

  The important components of a fi ber optic communication system are 

  Transmitter, Fiber optic cable and Receiver.

 (ix) Defi ne the transition temperature of super conductivity.

  Temperature at which a material looses their electrical resistivity to absolute zero is called transition 

temperature.

 (x) Defi ne NDT.

  It is a testing of specimen to detect the presence of defects such as cracks, holes and fl aws without 

causing any damage to the material 

 (xi) What do you mean by metallic glasses?

  Metallic glasses are metal alloys that are amorphous. They do not have a long range atomic order. 

They share the properties of both metals and glasses.
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 (xii) Give two examples of pentavalent impurities.

  Phosphorus (P), Arsenic (As) 

 (xiii) Defi ne lattice and basis.

  A three dimensional collection of points in space is called crystalline lattice.

  A unit assembly of atoms identical in composition, arrangement and orientation is called basis.

 (xiv) State the full form of LASER

  Light Amplifi cation by Stimulated Emission of Radiation.

Q.2

 (a) 

 (i) Discuss the advantage of optical fi bre communication system over conventional 

coaxial communication system. (Refer Section 6.6)

 (ii) Compare type-I and type-II superconductor. (Refer Section 8.5)

 (b)  

 (i) Derive the expression for acceptance angle and numerical aperture of an optical fi bre.

(Refer Section 6.4)

 (ii) Calculate the NA, the acceptance angle of the fi ber having n1 = 1.48 and n2 = 1.43.

  Given, n1 = 1.48 and n2 = 1.43

   NA = (n1
2 – n2

2)1/2

   NA = 0.3872

  Acceptance Angle jmax = sin–1 NA, 

   jmax = sin–1 (0.3872) = 22° 46¢

OR

 (b) 

 (i) Discuss the properties, types and applications of metallic glasses. (Refer Section 9.2)

 (ii) The volume of the room is 600 m3. The wall area of the room is 220 m2, the fl oor area is 

120 m2 and ceiling area is 120 m2. The average sound absorption coeffi cient for wall is 

0.03, for ceiling is 0.8 and for fl oor it is 0.06. Calculate reverberation time.

  Given

   V = 600 m3

  Area of the room S1 = 220 m2 , a1 = 0.03

  Area of the fl oor S2 =120 m2, a2 = 0.06

  Area of the ceiling S3 =120 m2, a3 = 0.8

  Average absorption coeffi cient 

    
_
 a  = a1S1 + a2S2 + a3S3/S1 + S2 + S3

   6.6 + 7.2 + 96/460 = 0.2374 O.W.U.

    
_
 a  SS = 0.2374 × 460 =109.8 O.W.U.-m2

    T = 0.167 V/a SS = 0.91sec
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Q.3

 (i) Describe the construction and working of Nd-YAG laser (Refer Section 5.9)

 (ii) Derive the relation between Einstein’s A and B coeffi cients. (Refer Section 5.2)

 (iii) Calculate the frequency to which piezoelectric oscillator circuit should be tuned so that a piezo-

electric crystal of thickness 0.1 cm vibrates in its fundamental mode to generate ultrasonic 

waves. (Young modulus and the density of the material of crystal are 80 GPa and 2654 Kgm–3)

  Given E = 80 GPa = 80 × 109 Pa, r = 2654 Kgm–3, t = 0.1 cm = 0.1 × 10–2 m

  The frequency of vibration is given by 

   f =1/2t (E/r)1/2

     1/2 × 0.1 × 10–2 (80 × 109/2654)

   f = 2.7451 Hz

OR

Q.3 

 (i) Explain the terms magnetostriction and piezoelectric effect. Discuss any one method of produc-

tion of ultrasonic waves.   (Refer Section 2.7)

 (ii) What is meant by time of reverberation? Discuss the Sabine’s formula. (Refer Section 1.8)

 (iii) The Hall coeffi cient (RH) of a semiconductor is 3.22 × 10–4 m3C–1. Its resitivity is 9 × 10–3 ohm-m. 

Calculate the mobility and carrier concentration of the carrier.

   RH = 3.22 × 10–4 m3C–1

   r = 9 × 10–3 ohm-m

   m =?

   n =?

   RH = 1/ne

   n = 1/RH e = 1/(3.22 × 10–4 )(1.6 × 10–19) = 1.94099 × 1022/m

   m = s RH

   m = RH/r = 3.22 × 10–4 m3C–1/9 × 10–3 ohm-m = 0.35777m2V–1s–1

Q.4

 (i) Discuss in detail the ultrasonic fl aw detection. (Refer Section 2.6)

 (ii) What are Miller indices? Explain with proper example how to determine Miller Indices.

(Refer Section 3.6)

 (iii) Calculated the interplanar spacing for a (3, 1, 1,) plane in a simple cubic lattice whose lattice 

constant is 2.109 × 10–10 m.

  Given Miller Indices (h, k, l,) = (3, 1, 1,)  

  Lattice Constant  a = 2.109 × 10–10 m

  Inter planner Distance d = a/(h2 + k2 + l2)1/2

   d = 2.109 × 10–10 m/(11)1/2

   d = 2.109 × 10–10 m/3.31

   d = 6.358 × 10–11 m
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OR

 (i) Explain how the materials are classifi ed into conductors, semiconductors and insulators with 

the help of energy band diagram. (Refer Section 4.2)

 (ii) State any fi ve factors affecting the acoustics of the building and give at least two remedies.

(Refer Section 1.9)

 (iii) What is the resultant sound level when a 70 dB sound is added to a 80 dB sound?

  Given IL1 = 70 dB IL1 = 80 dB

   IL1 =10 log10 (I1/Io) = 70 dB

   IL2 =10 log10 (I2/Io) = 80 dB

   I1/Io =107

   I2/Io =108

   I = I1 + I2 =107 Io + 10 × 107 Io =11 × 107 Io 

   IL =10 log10 (I/Io)

   IL = 80.41 dB

Q.5

 (i) Explain the term Hall Effect. Derive the relation between Hall voltage and Hall coeffi cient. 

(Refer Section 4.7)

 (ii) Discuss the important postulates of free electron theory of metals. (Refer Section 7.3)

 (iii) Short notes (1) LED (2) Solar Cell (Refer Section 4.3)

OR

 (i) Discuss the liquid penetration method of NDT in detail. (Refer Section 10.5)

 (ii) Discuss the properties of superconductors. (Refer Section 9.3)

 (iii) Short notes (1) crystal system (2) shape memory effect (Refer Section 3.4, 9.4)
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Q.1

 (i) Explain the various factors affecting the acoustics of building and give their remedies.

  Reverberation Time, Loudness, Focusing, Echelon Effect, Resonance

 (ii) Briefl y explain stimulated emission.

  It is process in which there is emission of a photon whenever an atom transits from a higher energy 

state to lower energy state under the infl uence of an external agency i.e. inducing photon

 (iii) What is the absorption coeffi cient? Explain how to determine the absorption coeffi cient.

  The sound absorbing coeffi cient of a material is defi ne as the ratio of sound energy absorbed by it to 

the total sound energy incident on it.

  Suppose T1 is reverberation time for empty hall, so T1 = 0.167V/SaS

  Suppose T2 is reverberation time of hall with absorbing material, 

  so T2 = 0.167 V//SaS + a1S1

  Therefore, 1/T2 – 1/T1 = a1S1/0.167 V and hence a1 = 0.167V/S1 [1/T2 – 1/T1]Sabine.

 (iv) A cinema hall has a volume of 7500 m3. What should be the total absorption in the hall if the 

reverberation time of 1.5 sec is to be maintained?

   T = 0.167V/Sas 

   T =1.5 sec 

   V = 7500 m3

   Sas =?

   Sas =835 Sabin-m2

 (v) Give the properties of an ultrasonic wave. 

  Frequency is greater than 20 KHz

  It can be travel long distance

  Speed of propagation depends upon frequency. 

 (vi) What is Kevlar?

  It is a yarn type of material having high tensile strength. It gives an additional strength to cable.

Q.2

 (a) 

 (i) Describe the principle and the method of production of ultrasonic waves by magnetostriction 

method.   (Refer Section 2.2)

 (ii) What is the resultant sound level when a 70 dB sound is added to a 85 dB sound?

  Given IL1 = 70 dB IL1 = 85 dB

   IL1 = 10 log10 (I1/Io) = 70 dB
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   IL2 = 10 log10 (I2/Io) = 85 dB

   I1/Io = 107

   I2/Io = 100.5 108 = 3.16 (108)

   I = I1 + I2 = 107 Io + 3.16 × 108 Io = [1 + (3.16) 10] × 107 Io 

   I = (32.6) 107 Io 

   IL = 10 log10 (I/Io)

   IL = 85.13 dB

 (iii) What are intrinsic semiconductors?

  It is pure form without any impurities 

Q.2

 (b)  

 (i) Calculate the thickness of a quartz plate needed to produce ultrasonic wave of frequen-

cies (i) 2 MHz (ii) 30 KHz. (Given r = 2650 Kg/m3 and Young Modulus = 8 × 1010 N/m2)

  Given f = 2 MHz = 2 × 106 Hz, r = 2654 Kgm–3, Young Modulus = 8 × 1010 N/m2, t1 = ? 

  The frequency of vibration is given by 

   f =1/2t (E/r)1/2

  Therefore,

   t1 = 1/2f (E/r)1/2

   t1 = 1.37 × 10–3 met

  Given f = 30 KHz = 30 × 103 Hz, r = 2654 Kgm–3, Young Modulus = 8 × 1010 N/m2, t2 = ? 

  The frequency of vibration is given by 

   f = 1/2t (E/r)1/2

  Therefore,

   t2 = 1/2f (E/r)1/2

   t2 = 0.09157 met

 (ii) What are Miller Indices? Draw the plane from given Miller Indices; (i) (1 1 0), (-1 0 0) 

(iii) (1 1 2)   (Refer Section 3.6)

OR

 (b) 

 (i) What are the extrinsic semiconductors? Explain the term Hall Effect.

(Refer Section 4.2, 4.7)

 (ii) Explain LED (principle and application) (Refer Section 4.3)

Q.3

 (a) 

 (i) Explain (i) population inversion (ii) pumping (iii) optical resonator. 

  Population Inversion It is the state of achieving more number of atoms in excited state 

compared to the ground state i.e. N2 > N1.

  Pumping It is a mechanism of exciting atoms from the lower energy state to higher energy 

state by supplying energy from an external source.
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  Optical resonator It is pairs of refl ecting mirrors; of which one is being perfect refl ector 

and other being partial refl ector.. It is used for amplifi cation of photons thereby producing an 

intense and highly coherent output. 

 (ii) Describe the construction and working of Nd: YAG Laser with a suitable energy level 

diagram.   (Refer Section 5.9)

Q.3

 (b) State the characteristics of LASER. Explain the method of construction and reconstruction of 

a hologram.   (Refer Section 5.12, 5.14)

OR

 (a) Describe the construction of fi ber optic cable and compare the advantage of fi ber optic cable 

over metallic cable.   (Refer Section 6.2, 6.6)

 (b) 

 (i) Give the conditions to be satisfi ed for total internal refl ection for the optical fi ber.

  The refractive index n1 of the core must always be greater than the refractive index n2 of the 

cladding

  The light must be approach the wall with an angle of incidence j that is greater than the criti-

cal angle jC 

 (ii) The hall coeffi cient (R
H

) of a semiconductor is 3.22 × 10–4 m3C–1. Its resitivity is 9 × 

10–3 ohm-m. Calculate the mobility and carrier concentration of the carrier. (Given 

e = 1.6 × 10–19C)

   RH = 3.22 × 10–4 m3C–1.

   r = 9 × 10–3 ohm-m

   m =?

   n =?

   RH = 1/ne

   n = 1/RH e = 1/(3.22 × 10–4 )(1.6 × 10–19) = 1.94099 × 1022/m

   m = r RH

   m = RH/r = 3.22 × 10–4 m3C–1/9 × 10–3 ohm-m = 0.35777m2V–1s–1

Q.4

 (a)  

 (i) Explain the classical free electron theory of metal. (Refer Section 7.3)

 (ii) An optical fi ber fore and its cladding have refractive indexes of 1.545 and 1.495 respectively. 

Calculate the critical angle j
C, acceptance angle jin(max) and Numerical aperture. 

   n1 = 1.545 

   n2 = 1.495

  Critical angle jC, = sin–1 jC = n2/n1

   jC = sin–1 (0.967)

   jC = 75°14¢

  Acceptance angle jin(max) = sin–1 NA = sin–1 (0.3898) = 22°56¢

  Numerical aperture = NA = (n1
2 – n2

2)1/2 = 0.3898
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 (b) 

 (i) What are the success and drawback of classical free electron theory? (Refer Section 7.3)

 (ii) Compare Type-I and Type-II superconductors. (Refer Section 8.5)

OR

 (a) What is superconducting material? List the properties of superconducting materials and explain 

in detail. 

  Superconductivity is a phenomenon in which certain metal, alloys and ceramics conduct electricity 

without resistance when it is cooled below a certain temperature.

  Properties are electrical resistance, Effect of impurities, Effect of pressure and Stress, Isotope Effect, 

Magnetic Field Effect, Meissner Effect , Persistence Current etc.

 (b)  

 (i) Give the application of superconductor. (Refer Section 8.12)

 (ii) Write the properties of metallic glasses. (Refer Section 9.2)

Q.5

 (a) What is nanotechnology? Write the application of nanotechnology. (Refer Section 9.3)

 (b) 

 (i) What is biomaterial? Write the type of biomaterials. (Refer Section 9.5)

 (ii) Mention the name of the various NDT methods. (Refer Section 10.5)

OR

 (a) What are the objectives of NDT? Discuss about the ultrasonic inspection method-pulse echo 

system.   (Refer Section 10.2)

 (b) 

 (i) Explain X-ray Radiography. (Refer Section 10.5)

 (ii) Draw only the material phase transformation diagrams for shape memory effect (Temp 

Vs Load) and pseudo-elasticity (Stress Vs Strain) (Refer Section 9.4)



Q.1

 (a) Explain the method to determine the absorption coeffi cient of material.

  Reverberation Time of the empty Hall is T1 = 0.167V/S aS

  Reverberation Time of the Hall with an absorbing material T2 = 0.167V/S aS + a1S1

  where the area of an absorbing material is S1 and absorption coeffi cient a1.

  Hence, 1/T1 – 1/T2 = a1S1/0.167 V

 (b) A liquid column subjected to ultrasonic waves constitutes an acoustical grating, explain. 

  The stationary wave acts as a diffraction grating for an ultrasonic wave in liquid column.

 (c) Why Miller indices are reciprocals of the intercepts of the plane along the three axes?

  The reciprocal of the intercept value become less that one which can be insert in cube to locate the 

position of the plane in cube.

 (d) Show that the superconductors are perfectly diamagnetic in nature.

  For the super conductor the susceptibility is negative and maximum

 (e) Three levels laser system is rare whereas four level systems are common, explain. 

  Increases the number of metstable states which are helpful to increase population inversion.

 (f) Why nano materials exhibit different physical properties of materials from those at a large 
scale?

  Because nano means 10–9meter = 1 nm and hence particle of an active element cab be fi t into the struc-

ture of host material as a result the material can be developed as per requirement an application. 

 (g) State the requirements for infi nite bandwidth optical fi ber link.

  As per the properties of an optical fi ber, out put signal or signal carrying capacity is proportional to 

the bandwidth i.e large bandwidth for large carrying signal. 

Q.2 

 (a) Distinguish between 

 (i) Spontaneous Emission and Stimulated Emission (see Ref Sec:5.2)

 (ii) Monomode and Multimode optical fi ber (see Ref Sec:6.3)

 (b) 

 (i) Show that for a cubic lattice the relation between inter planar distance and Miller indi-
ces of a family of planes (hkl) is given by (see Ref Sec:3.7)

   d = a/[h2 + k2 + l2]1/2

 (ii) Show for simple cubic lattice that the ratio of separation between successive (100), (110) 
and (111) lattice planes is d100 : d110 : d111 = a :a/21/2:a/ 31/2

   d = a/[h2 + k2 + l2]1/2

Gujarat Technological University
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  Hence, 

   d(100) = a/[12 + 02 + 02]1/2  = a

   d(110) = a/[12 + 12 + 02]1/2  = a/21/2

   d(111) = a/[12 + 12 + 12]1/2  = a/31/2

OR

 (b) 

 (i) Draw circuit diagram of oscillator (Pierce’s) and explain magnetostriction method to 
produce ultrasonic waves. (See Ref Sec:2.2)

 (ii) Calculate the length of an iron rod which can be used to produce ultrasonic waves of 
20 KHz. Density of iron is 7.23 × 103kg/m3 and Young’s modulus is 11.6 × 1010 N/m2.

  Given f = 20 MHz = 2 × 107 Hz, r =7.23 × 103 kg/m3, Young Modulus = 11.6 × 1010 N/m2.

   L =? 

  The frequency of vibration is given by 

   l =1/2f (E/r) 1/2

  Hence 

   l = 1/22 × 107 Hz (11.6 × 1010 N/m2/ 7.23 × 103 kg/m3)1/2

   l = 1.820 × 10–5met

Q.3 

 (a) Draw the diagram of variation of electron energy as a function of interatomic spacing; explain 
the formation of energy bands in a solid. Also explain how it helps to classify the materials into 
conductors, semiconductors and insulators? (See Ref Sec:4.1& 4.2)

 (b) The Hall coeffi cient of a semiconductor is 3.22 × 10–4 m3C–1 and its resistivity is 9 × 10–3 ohm-m. 
Calculate concentration and the mobility of the charge carrier.

  Given: e = 1.6 × 10–19C.

   RH = 3.22 × 10–4 m3C–1

   r = 9×10-3 ohm-m

   m =?

   n =?

   RH = 1/ne

   n = 1/RH e= 1/(3.22 × 10–4)(1.6 × 10–19) = 1.94099 × 1022/m

   µ = s RH

   µ = RH/r = 3.22 × 10–4 m3C 1/9 × 10–3 ohm-m = 0.35777m2V–1s–1

OR

Q.3 

 (a) Silicon and Germanium are not suitable for LED’s, explain. (see Ref Sec:4.3.4)

 (b) Discuss the dependence of critical magnetic fi eld and London penetration depth on tempera-
ture.   (See Ref Sec:8.7)

 (c) Calculate the mean free path between collisions of the free electrons in copper at 20 C°. The resis-
tivity of copper at 20 C° is 1.27 × 10–3 ohm-m and density of free electrons is 8.48 × 1028 m–3.



 S.Q.P. 11

  Given:

   e = 1.6 × 10–19C

   m = 9.11 × 10–31 kg and 

   kB = 1.38 × 10–23 JK–1

   r = 1.27 × 10–3 ohm-m 

   T = 20 C° = 293K 

   n = 8.48 × 1028 m–3

   l = ?

   s = ne2 t/m Hence 

   t = 2.439 × 10–14 sec

   t = l/v

   v = [3 KB T/m]1/2

   v = 115368.97 ms–1

   l = 2.8138 × 10–9 m 

Q.4 

 (a) Show that the ratio of Einstein A coeffi cient for spontaneous emission to that of Einstein B coef-
fi cient for stimulated emission is given by 8p hn3/C3. (See Ref Sec:5.2.1)

 (b) Explain self focusing property of Graded Index optical fi ber. (See Ref Sec:6.3.2)

 (c) A refractive index of core for step index fi ber is 1.52, diameter is 2.9 m m and a fractional differ-
ence of refractive index is 0.0007. It is operated at a wavelength of 1.3 m m. Find the number of 
modes the fi ber will support.

   V = 2p a/l [n1 – n2]
1/2

  where 

  Diameter or core a = 2.9 m m

   n1 = 1.52

   D = 0.0007

   n2 = ?

   D = n1 –  n2/n1

   n1 = 

   l = 1.3 m m

OR

Q.4 

 (a) Draw the schematic diagram of hologram construction and explain the formation hologram.
(see Ref Sec:6.8.1)

 (b) Derive the expression of the numerical aperture of step index optical fi ber. Show that it does not 
depend on the physical dimensions of the fi ber. (see Ref Sec:6.4)

 (c) Find the core radius, of step index fi ber, necessary for single mode operation at 850 nm. The 
refractive indices of core and cladding are 1.48 and 1.47 respectively.

   n1 = 1.48 

   n2 = 1.47
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   l = 850 nm

   V = 2p a/l [n1 – n2]
1/2

  For SI fi ber, Single mode,

   1 = V2/2 

   V = less than 2.405

Q.5 

 (a) Discuss the melt spinning process technique for preparing metallic glasses. (See Ref Sec:9.2)

 (b) Explain working of ultrasonic fl ow detector. (See Ref Sec:2.6)

 (c) The ultrasonic pulse-echo is used to locate the position of defect in a steel bar of 40 cm thick. If 
pulse arrival times form defective and non defective portion are 30 m s and 80 m s respectively. 
Calculate the distance of defect from the top surface. 

  As per following diagram

A E

B

D

C

40cm

  Thickness of the bar = 40 cm

  A distance AD + DC travel by the pulse in time = 80 m s. (for non-defective surface)

  A distance AB + BC travel by the pulse in time = 30 m s. (for defective surface)

  Distance of the defect from the top surface EB =?

  Hence 

  For non-defective surface, 

  The velocity of pulse V = [AD + DC]/t

  But, V = 2ED/t 

  Here, ED = 40 cm

   V = 2 × 40 cm/80 m s 

   V = 1 cm/m s 

  Now

  For defective surface, 

  The velocity of pulse V = [AB + BC]/t

  But, V = 2EB/30 m s

   EB = 15 cm 
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OR

Q.5 

 (a) Explain Shape Memory effect and Pseudo Elastic effect. (See Ref Sec:9.4c, d)

 (b) Why clean surfaces are required for surface and subsurface defect detection incase of liquid 
penetration NDT method? (See Ref Sec:10.5b)

 (c) State and explain the factors to select a biomaterial for prosthetic device. (See Ref Sec:9.5)



Gujarat Technological University
B.E. Sem-II Remedial Examination June 2010

Q.1

 (a) What is radiography?

  Radiography is the use of X-rays to view a cross sectional area of a non uniformly composed mate-

rial such as the human body.

  By utilizing the physical properties of the ray an image can be developed displaying clearly, areas of 

different density and composition.

 (b) Give four factors which affect acoustics of building.

  Reverberation Time, Loudness, Focusing, Echelon Effect, Resonance

 (c) Frequency range of audible sound wave is 20Hz < f <20 KHz

  What is the absorption coeffi cient? Explain how to determine the absorption coeffi cient.

 (d) What is piezoelectric method?

  When pressure is applied to one pair of opposite faces of crystals like quartz, tourmaline, Rochelle 

salt etc, cut with their faces perpendicular to its optic axis equal and opposite charges appear across 

its other faces.

 (e) The total number of atoms per unit cell in SC structure is 1.

 (f) The atoms or molecules in a solid are arranged in some regular fashion known as Crystalline 
solid

 (g) What is population inversion?

  Population Inversion It is the state of achieving more number of atoms in excited state compared 

to the ground state i.e. N2>N1.

 (h) The active medium in Nd: YAG laser is Nd+3

 (i) Defi ne fi ber optic system

  The important components of fi ber optic communication systems are Transmitter, Fiber optic cable 

and Receiver.

 (j) Defi ne NDT.

  It is a testing of specimen to detect the presence of defects such as cracks, holes and fl aws without 

causing any damage to the material 

 (k) Give any two applications of biomaterials.

  Artifi cial body parts, ceramic material.

 (l) The relation between electrical conductivity of material and mobility of charge carries is given 
by s = n e µ

 (m) A semiconductor behaves as a perfect insulator at 0K. 

 (n) HC = HO (1 – T2/Tc2) is the formula which gives the relation of critical magnetic fi eld and electri-
cal temperature.
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Q.2

 (a) 

 (i) Explain the Hall Effect and derive an expression of Hall coeffi cient. (Refer Section:4.5)

 (ii) Show that d = a/(h2 + k2 + l2)1/2. (Refer Section:3.7)

 (b) 

 (i) An optical fi ber has refractive index of core and classing is 1.514 and 1.48 respectively. 
Calculate the acceptance angle and the fractional index change.

  Given, n1 = 1.514, n2 = 1.48

   D = (n1 – n2)/n1 = 0.022

  Acceptance angle jin(max) = sin–1 NA = sin–1 (0.316) = 18° 25¢

  Numerical aperture = NA = (n1
2 – n2

2)1/2 = 0.316

 (ii) In carbon dioxide laser, the energy difference between two levels is 0.121eV. Calculate 
the wavelength of radiation. 

  Given 0.121 eV and hence 1 eV = 1.602 × 10– 19J

   E2 – E1 = 0.121 × 1.602 × 10–19J

   h = 6.626 × 10–34 Js

   c = 3 × 108m/s

   l = hc/(E2 – E1)

   l = 1.0225 × 10–5 met

OR

  (b) (i) Find the miller indices of a plane which intercepts at a/2, b/2 along X-axis and Y-axis 
respectively and parallel to Z-axis in a simple cubic unit cell. Draw a (0 1 1) plane in a 
cubic system.   (Refer Section:3.6)

 (ii) Calculate the frequency at which piezoelectric oscillator circuit should be tuned so that 
a piezoelectric crystal of thickness 0.1 cm vibrates in its fundamental mode to generate 
ultrasonic waves.

  Given, Young Modulus Y = 80GPa, and density of crystal material = 2654 Kgm–3,

  The frequency of vibration is given by 

   f =1/2t (Y/r)1/2

   f = 2.74 × 106 Hz

Q.3

 (a) Explain the construction and working of CO2 laser with a suitable energy level diagram
(Refer Section:5.9.2)

 (b) Established the relation between Einstein’s coeffi cients. (Refer Section:5.2.1)

 (c) Give the differences between type-I and type-II superconductor. (Refer Section:9.5)

OR

Q.3

 (a) Derive an expression for electric conductivity. State and deduce Wiedeman-Franz law.
(Refer Section: 7.5 & 7.7)
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 (b) Describe the construction of fi ber optic cable. (Refer Section:6.3)

 (c) Give the difference between step index fi ber and graded index fi ber. (Refer Section:6.3)

Q.4

 (a) Mansion any fi ve properties and application of nanomaterials. (Refer Section:9.3d&e)

 (b) Defi ne the term atomic radius and packing fraction. Calculate the above for SC, FCC and BCC 
structures.   (Refer Section:3.9)

 (c) Give the success and drawbacks of classical free electron theory. (Refer Section:7.8) 

OR

Q.4

 (a) Explain the types, properties of metallic glasses and melt spinning technique to prepare the 
metallic glasses.   (Refer Section:9.2a,b,c)

 (b) Discuss the dye penetrant method of NDT in detail. (Refer Section:10.5b)

 (c) Draw a block diagram of an ultrasonic fl aw detector and explain its actions.
 (Refer Section:2.6)

Q.5

 (a) Explain Josephson Effect and its applications. (Refer Section:8.11)

 (b) Derive the Sabine’s formula for reverberation time. (Refer Section:1.8)

 (c) What are the characteristics of musical sound? Explain them in details. (Refer Section:1.4)

OR

Q.5

 (a) Write a short note on (i) LED and (ii) Photo diode. (Refer Section:4.3.4, 4.3.6)

 (b) What is acoustic grating? Explain the acoustic grating method to determine the velocity of 
ultrasonic waves in liquid. (Refer Section: 2.5)

 (c) Describe the various properties of ultrasonic. (Refer Section:10.4) 

  Frequency is greater than 20 KHz

  It travels long distance

  Speed of propagation depends upon frequency. 



Questions Paper

Chapter-1

 (i) What is the standard Intensity? Give its value. (GTU- Jan’ 2009)

  The minimum sound intensity which a human ear can sense is called the standard intensity. It value is 
10–12Wm–2. 

 (ii) Defi ne the reverberation time. (GTU- Jan’ 2009)

  The time taken by a sound intensity to fall below the minimum audibility level after the source 
stopped sounding.

 (iii) The volume of the room is 600 m3. The wall area of the room is 220 m2, the fl oor area is 120 m2 

and ceiling area is 120 m2. The average sound absorption coeffi cient for wall is 0.03, for ceiling 

is 0.8 and for fl oor it is 0.06. Calculate reverberation time. (GTU- Jan’ 2009)

  Given

   V = 600 m3

  Area of the room S1 = 220 m2, a1 = 0.03

  Area of the fl oor S2 = 120 m2, a2 = 0.06

  Area of the ceiling S3 = 120 m2, a3 = 0.8

  Average absorption coeffi cient 

    
_
 a  = a1S1 + a2S2 + a3S3/S1 + S2 + S3

   6.6 + 7.2 + 96/460 = 0.2374 O.W.U.

    
_
 a  SS = 0.2374 × 460 = 109.8 O.W.U.-m2

   T = 0.167 V/ 
_
 a  SS = 0.91 sec

 (iv) What is meant by time of reverberation? Discuss the Sabine’s formula. (GTU- Jan’ 2009)

 (v) State any fi ve factors affecting the acoustics of the building and give at least two remedies. 

(Refer Section)   (GTU- Jan’ 2009)

 (vi) What is the resultant sound level when a 70 dB sound is added to a 80 dB sound?

(GTU- Jan’ 2009)

  Given IL1 = 70 dB IL1 = 80 dB

   IL1 = 10 log10 (I1/Io) = 70 dB

   IL2 = 10 log10 (I2/Io) = 80 dB

   I1/Io =107

   I2/Io =108

   I = I1 + I2 = 107 Io + 10 × 107 Io = 11 × 107 Io 

   IL = 10 log10 (I/Io)

   IL = 80.41 dB



Q.2
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 (vii) Explain the various factors affecting the acoustics of building and give their remedies.

(GTU- Jan’ 2010)

  Reverberation Time, Loudness, Focusing, Echelon Effect, Resonance

 (viii) What is the absorption coeffi cient? Explain how to determine the absorption coeffi cient.

(GTU- Jan’ 2010)

  The sound absorbing coeffi cient of a material is defi ne as the ratio of sound energy absorbed by it to 
the total sound energy incident on it.

  Suppose T1 is reverberation time for empty hall, so T1 = 0.167 V/SaS

  Suppose T2 is reverberation time of hall with absorbing material, so T2 = 0.167 V//SaS + a1S1

  Therefore, 1/T2 – 1/T1 = a1S1/0.167 V and hence a1 = 0.167 V/S1 [1/T2 – 1/T1]Sabine.

 (ix) A cinema hall has a volume of 7500 m3. What should be the total absorption in the hall if the 

reverberation time of 1.5 sec is to be maintained? (GTU- Jan’ 2010)

   T = 0.167 V/Sas 

   T = 1.5 sec 

   V = 7500 m3

   Sas =?

   Sas = 835 Sabin-m2

 (x) What is the resultant sound level when a 70 dB sound is added to a 85 dB sound?

  Given IL1 = 70 dB IL1 = 85 dB

   IL1 = 10 log10 (I1/Io) = 70 dB

   IL2 = 10 log10 (I2/Io) = 85 dB

   I1/Io =107

   I2/Io =100.5108 = 3.16 (108)

   I = I1 + I2 =107 Io + 3.16 × 108

   Io = [1 + (3.16)10] × 107 Io 

   I = (32.6) 107 Io 

   IL = 10 log10 (I/Io)

   IL = 85.13 dB

 (x) Give four factors which affect acoustics of building.

  Reverberation Time, Loudness, Focusing, Echelon Effect, Resonance

 (xi) Derive the Sabine’s formula for reverberation time. (Refer Section) (GTU- June’ 2010)

 (xii) What are the characteristics of musical sound? Explain them in details. (Refer Section)

(GTU- June’ 2010)

Chapter-2

 (i) Defi ne piezoelectric effect. (GTU- Jan’ 2009)

  When pressure is applied to one pair of opposite faces of crystals like quartz, tourmaline, Rochelle 
salt etc, cut with their faces perpendicular to its optic axis equal and opposite charges appear across 
its other faces.
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 (ii) Explain the terms magnetostriction and piezoelectric effect. Discuss any one method of produc-

tion of ultrasonic waves. (Refer Section) (GTU- Jan’ 2009)

 (iii) Give the properties of an ultrasonic wave. (GTU- Jan’ 2010)

  Frequency is greater than 20 KHz

  It can be travel long distance

  Speed of propagation depends upon frequency. 

 (iv) Describe the principle and the method of production of ultrasonic waves by magnetostriction 

method. (Refer Section)   (GTU- Jan’ 2010)

 (v) Calculate the thickness of a quartz plate needed to produce ultrasonic wave of frequencies 

(i) 2 MHz (ii) 30 KHz. (Given r = 2650 Kg/m3 and Young Modulus = 8 × 1010 N/m2)

(GTU- Jan’ 2010)

  Given f = 2 MHz = 2 × 106 Hz, r = 2654 Kgm–3, Young Modulus = 8 × 1010 N/m2

   t1 = ? 

  The frequency of vibration is given by 

   f = 1/2 t (E/r)1/2

  Therefore,

   t1 = 1/2 f (E/r)1/2

   t1 = 1.37 × 10–3 met

  Given f = 30 KHz = 30 × 103 Hz, r = 2654 Kgm–3, Young Modulus = 8 × 1010 N/m2

   t2 =? 

  The frequency of vibration is given by 

   f = 1/2 t (E/r)1/2

  Therefore,

   t2 = 1/2 f (E/r)1/2

   t2 = 0.09157 met

 (vi) What is the absorption coeffi cient? Explain how to determine the absorption coeffi cient.

(GTU- Jan’ 2010)

 (vii) Frequency range of audible sound wave is 20 Hz < f <20 KHz. (GTU- June’ 2010)

 (viii) What is piezoelectric method? (GTU- June’ 2010)

  When pressure is applied to one pair of opposite faces of crystals like quartz, tourmaline, Rochelle 
salt etc, cut with their faces perpendicular to its optic axis equal and opposite charges appear across 
its other faces.

 (ix) Calculate the frequency at which piezoelectric oscillator circuit should be tuned so that a piezo-

electric crystal of thickness 0.1 cm vibrates in its fundamental mode to generate ultrasonic 

waves.   (GTU- June’ 2010)

  Given, Young Modulus Y = 80 GPa, and density of crystal material = 2654 Kgm–3,

  The frequency of vibration is given by 

   f = 1/2 t (Y/r)1/2

   f = 2.74 × 106 Hz



Q.4
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 (x) Describe the principle and the method of production of ultrasonic waves by magnetostriction 

method. (Refer Section)   (GTU- June’ 2010)

 (xi) What is acoustic grating? Explain the acoustic grating method to determine the velocity of 

ultrasonic waves in liquid. (Refer Section) (GTU- June’ 2010)

 (xii) Describe the various properties of ultrasonic. (GTU- June’ 2010)

  Frequency is greater than 20 KHz

  It travels long distance

  Speed of propagation depends upon frequency. 

Chapter-3

 (i) Defi ne the Unit Cell   (GTU- Jan’ 2009)

  It is a smallest geometric fi gure, the repetition of which gives the actual crystal structure.

 (ii) Defi ne lattice and basis.   (GTU- Jan’ 2009)

  A three dimensional collection of points in space is called crystalline lattice.

  A unit assembly of atoms identical in composition, arrangement and orientation is called basis.

 (iii) Calculate the frequency to which piezoelectric oscillator circuit should be tuned so that a piezo-

electric crystal of thickness 0.1cm vibrates in its fundamental mode to generate ultrasonic 

waves. (Young modulus and the density of the material of crystal are 80 GPa and 2654 Kgm–3) 

(GTU- Jan’ 2009)

  Given E = 80 GPa = 80 × 109 Pa, r = 2654 Kgm–3, t = 0.1 cm = 0.1 × 10–2 m

  The frequency of vibration is given by 

   f = 1/2 t (E/r)1/2

     1/2 × 0.1 × 10–2 (80 × 109/2654)

   f = 2.7451 Hz

 (iv) What are Miller indices? Explain with proper example how to determine Miller Indices. . (Refer 

Section)   (GTU- Jan’ 2009)

 (v) Calculated the inter planner spacing for a (3, 1, 1,) plane in a simple cubic lattice whose lattice 

constant is 2.109 × 10–10 m. (GTU- Jan’ 2009)

  Given Miller Indices (h, k, l,) = (3, 1, 1,)

  Lattice Constant a = 2.109 × 10–10 m.

  Inter planner Distance d = a/(h2 + k2 + l2)1/2

   d = 2.109 × 10–10 m/(11)1/2

   d = 2.109 × 10–10 m/3.31

   d = 6.358 × 10–11 m

 (vi) Short notes (1) crystal system (GTU- Jan’ 2009)

 (vii) What are Miller Indices? Draw the plane from given Miller Indices; (GTU- Jan’ 2010)

 (viii) (1 1 0), (-1 0 0) (iii) (1 1 2) (Refer Section) (GTU- Jan’ 2010)

 (ix) The total number of atoms per unit cell in SC structure is 1

 (x) The atoms or molecules in a solid are arranged in some regular fashion known as Crystalline 

solid   (GTU- June’ 2010)
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 (xi) Explain the Hall Effect and derive an expression of Hall coeffi cient.(Refer Section)

(GTU- June’ 2010)

 (xii) Show that d = a/(h2 + k2 + l2)1/2. (Refer Section) (GTU- June’ 2010)

 (xiii) (i) Find the miller indices of a plane which intercepts at a/2, b/2 along X-axis and Y-axis respec-

tively and parallel to Z-axis in a simple cubic unit cell. Draw a (0 1 1) plane in a cubic system. 

(Refer Section)   (GTU- June’ 2010)

 (xiv) Defi ne the term atomic radius and packing fraction. Calculate the above for SC, FCC and BCC 

structures. (Refer Section) (GTU- June’ 2010)

Chapter-4

 (i) Give two examples of pentavalent impurities. (GTU- Jan’ 2009)

  Phosphorus (P), Arsenic (As) 

 (ii) The hall coeffi cient (RH) of a semiconductor is 3.22 × 10–4 m3C–1. Its resitivity is 9 × 10–3 ohm-m. 

Calculate the mobility and carrier concentration of the carrier. (GTU- Jan’ 2009)

   RH = 3.22 × 10–4 m3C–1.

   r = 9 × 10–3 ohm-m

   m =?

   n =?

   RH = 1/ne

   n = 1/RH e = 1/(3.22 × 10–4)(1.6 × 10–19) = 1.94099 × 1022/m

   m = s RH
   m = RH/r = 3.22 × 10–4 m3C–1/9 × 10–3 ohm-m = 0.35777m2V–1s–1

 (iii) Explain how the materials are classifi ed into conductors, semiconductors and insulators with 

the help of energy band diagram. (Refer Section) (GTU- Jan’ 2009)

 (iv) Explain the term Hall Effect. Derive the relation between Hall voltage and Hall coeffi cient. 

(Refer Section)   (GTU- Jan’ 2009)

 (v) Short notes (1) LED (2) Solar Cell (Refer Section) (GTU- Jan’ 2009)

 (vi) What are intrinsic semiconductors? (GTU- Jan’ 2010)

  It is pure form without any impurities (GTU- Jan’ 2010)

 (vii) What are the extrinsic semiconductors? Explain the term Hall Effect. (Refer Section)

(GTU- Jan’ 2010)

 (vii) Explain LED (principle and application) (Refer Section) (GTU- Jan’ 2010)

 (viii) The hall coeffi cient (RH) of a semiconductor is 3.22 × 10–4 m3C–1. Its resitivity is 9 × 10–3 ohm-m. 

Calculate the mobility and carrier concentration of the carrier. (Given e = 1.6 × 10–19C)

(GTU- Jan’ 2010)

   RH = 3.22 × 10–4 m3C–1.

   r = 9 × 10–3 ohm-m

   m = ?

   n = ?

   RH = 1/ne
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   n = 1/RH e = 1/(3.22 × 10–4)(1.6 × 10–19) = 1.94099 × 1022/m

   m = r RH
   m = RH/r = 3.22 × 10–4 m3C–1/9 × 10–3 ohm-m = 0.35777m2V–1s–1

 (ix) The relation between electrical conductivity of material and mobility of charge carries is give by 

s = n e m   (GTU- June’ 2010)

 (x) A semiconductor behaves as a perfect insulator at 0 K (GTU- June’ 2010) 

 (xi) Write a short note on (i) LED and (ii) Photo diode. (Refer Section) (GTU- June’ 2010)

Chapter-5

 (i) State the properties of LASER. (GTU- Jan’ 2009)

  It has four properties namely, Coherence, High Intensity, High Directionality and High Monochro-
matic.

 (ii) What is the life time of charge carrier in metastable state? (GTU- Jan’ 2009)

  The life time of charge carrier in metastable state is 10–3 to 10–2 sec.

 (iii) State the full form of LASER (GTU- Jan’ 2009)

  Light Amplifi cation by Stimulated Emission of Radiation.

 (iv) Describe the construction and working of Nd-YAG laser (Refer Section) (GTU- Jan’ 2009)

 (v) Derive the relation between Einstein’s A and B coeffi cients. (Refer Section) (GTU- Jan’ 2009)

 (vi) Briefl y explain stimulated emission. (GTU- Jan’ 2010)

  It is process in which there is emission of a photon whenever an atom transits from a higher energy 
state to lower energy state under the infl uence of an external agency i.e. inducing photon

 (vii) Explain (i) population inversion (ii) pumping (iii) optical resonator. (GTU- Jan’ 2010) 

  Population Inversion It is the state of achieving more number of atoms in excited state compared 
to the ground state i.e. N2 > N1.

  Pumping It is a mechanism of exciting atoms from the lower energy state to higher energy state by 
supplying energy from an external source.

  Optical resonator It is pairs of refl ecting mirrors; of which one is being perfect refl ector and other 
being partial refl ector.. It is used for amplifi cation of photons thereby producing an intense and highly 
coherent output. 

 (viii) Describe the construction and working of Nd: YAG Laser with a suitable energy level diagram. 

(Refer Section)   (GTU- Jan’ 2010)

 (viii) State the characteristics of LASER. Explain the method of construction and reconstruction of 

a hologram. (Refer Section) (GTU- Jan’ 2010)

 (ix) What is population inversion? (GTU- June’ 2010)

  Population Inversion It is the state of achieving more number of atoms in excited state compared 
to the ground state i.e. N2 > N1.

 (x) The active medium in Nd: YAG laser is Nd+3 (GTU- June’ 2010)

 (xi) In carbon dioxide laser, the energy difference between two levels is 0.121 eV. Calculate the wave-

length of radiation.   (GTU- June’ 2010)
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  Given 0.121 eV and hence 1 eV = 1.602 × 10–19 J

   E2 – E1 = 0.121 × 1.602 × 10–19 J

   h = 6.626 × 10–34 Js

   c = 3 × 108 m/s

   l = hc/(E2 – E1)

   l = 1.0225 × 10–5 met

 (xii) Explain the construction and working of CO2 laser with a suitable energy level diagram (Refer 

Section)   (GTU- June’ 2010) 

 (xiii) Established the relation between Einstein’s coeffi cients. (Refer Section) (GTU- June’ 2010)

Chapter-6

 (i) Defi ne total internal refl ection. (GTU- Jan’ 2009)

  The light approaches the wall of the fi ber with an angle of incident F that is greater than the critical 
angle; the incident light does not refracted but refl ects inside the denser medium.

 (ii) State the main components of optical fi ber communication system. (GTU- Jan’ 2009)

  The important components of a fi ber optic communication system are 

  Transmitter, Fiber optic cable and Receiver.

 (iii) Discuss the advantage of optical fi ber communication system over the conventional coaxial 

communication system. (Refer Section) (GTU- Jan’ 2009)

 (iv) Derive the expression for acceptance angle and Numerical aperture of an optical fi ber.(Refer 

Section)   (GTU- Jan’ 2009)

 (v) Calculate the NA, the acceptance angle of the fi ber having n1 = 1.48 and n2 = 1.43.

(GTU- Jan’ 2009)

  Given, n1 = 1.48 and n2 = 1.43

   NA = (n1
2 – n2

2)1/2

   NA = 0.3872

  Acceptance Angle jmax = sin–1 NA, 

   jmax = sin–1 (0.3872) = 22°46¢

 (vi) What is Kevlar?   (GTU- Jan’ 2010)

  It is a yarn type of material having high tensile strength. It gives an additional strength to cable.

 (vii) Describe the construction of fi ber optic cable and compare the advantage of fi ber optic cable 

over metallic cable. (Refer Section) (GTU- Jan’ 2010) 

 (viii) Give the conditions to be satisfi ed for total internal refl ection for the optical fi ber.

(GTU- Jan’ 2010)

  The refractive index n1 of the core must always be greater than the refractive index n2 of the 
cladding

  The light must be approach the wall with an angle of incidence j that is greater than the critical angle 
jC.
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 (ix) An optical fi ber fore and its cladding have refractive indexes of 1.545 and 1.495 respectively. 

Calculate the critical angle jC, acceptance angle jin(max) and Numerical aperture.

(GTU- Jan’ 2010)

  Given 

   n1 = 1.545 

   n2 = 1.495

  Critical angle jC = sin–1 jC = n2/n1

   jC = sin–1 (0.967)

   jC = 75°14¢

  Acceptance angle jin(max) = sin–1 NA = sin–1 (0.3898) = 22°56¢

  Numerical aperture = NA = (n1
2 – n2

2)1/2 = 0.3898

 (x) Defi ne fi ber optic system   (GTU- June’ 2010)

  The important components of fi ber optic communication systems are Transmitter, Fiber optic cable 
and Receiver.

 (xi) An optical fi ber has refractive index of core and classing is 1.514 and 1.48 respectively. Calculate 

the acceptance angle and the fractional index change. (GTU- June’ 2010)

  Given, n1 = 1.514, n2 = 1.48

   D = (n1 – n2)/n1 = 0.022

  Acceptance angle jin(max) = sin–1 NA = sin–1 (0.316) = 18°25¢

  Numerical aperture = NA = (n1
2 – n2

2)1/2 = 0.316

 (xii) Describe the construction of fi ber optic cable. (Refer Section) (GTU- June’ 2010)

 (xiv) Give the difference between step index fi ber and graded index fi ber. (Refer Section)

(GTU- June’ 2010)

Chapter-7

 (i) Defi ne the transition temperature of super conductivity. (GTU- Jan’ 2009)

  Temperature at which a material looses their electrical resistivity to absolute zero is called transition 
temperature.

 (ii) Compare type-I and type-II superconductor. (Refer Section) (GTU- Jan’ 2009)

 (iii) Discuss the properties of superconductors. (Refer Section) (GTU- Jan’ 2009)

 (iv) Compare Type-I and Type-II superconductors. (Refer Section) (GTU- Jan’ 2010)

 (v) What is superconducting material? List the properties of superconducting materials and explain 

in detail.   (GTU- Jan’ 2010)

  Superconductivity is a phenomenon in which certain metal, alloys and ceramics conduct electricity 
without resistance when it is cooled below a certain temperature.

  Properties are electrical resistance, Effect of impurities, Effect of pressure and Stress, Isotope Effect, 
Magnetic Field Effect, Meissner Effect, Persistence Current etc.

 (vi) Give the application of superconductor. (Refer Section) (GTU- Jan’ 2010)
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 (vii) HC = HO (1 – T2/Tc2) is the formula which gives the relation of critical magnetic fi eld and 

electrical temperature.   (GTU- June’ 2010)

 (viii) Give the differences between type-I and type-II superconductor (Refer Section)

(GTU- June’ 2010)

 (ix) Explain Josephson Effect and its applications. (Refer Section) (GTU- June’ 2010)

Chapter-8

 (i) Discuss the important postulates of free electron theory of metals (Refer Section)

(GTU- Jan’ 2009)

 (ii) Explain the classical free electron theory of metal. (Refer Section) (GTU- Jan’ 2010)

 (iii) What are the success and drawback of classical free electron theory? (Refer Section)

(GTU- Jan’ 2010)

 (ix) Derive an expression for electric conductivity. State and deduce Wiedeman-Franz law.

(GTU- June’ 2010)

 (x) Give the success and drawbacks of classical free electron theory. (Refer Section)

(GTU- June’ 2010)

Chapter-9

 (i) What do you mean by metallic glasses? (GTU- Jan’ 2009)

  Metallic glasses are metal alloys that are amorphous. They do not have a long range atomic order. 
They share the properties of both metals and glasses.

 (ii) Discuss the properties, types and applications of metallic glasses. (Refer Section)

(GTU- Jan’ 2009)

 (iii) Write the properties of metallic glasses. (Refer Section) (GTU- Jan’ 2010)

 (iv) What is nano technology? Write the application of nano technology. (Refer Section)

(GTU- Jan’ 2010)

 (v) What is biomaterial? Write the type of biomaterials. (Refer Section) (GTU- Jan’ 2010)

 (vi) Give any two applications of biomaterials. (GTU- June’ 2010)

  Artifi cial body parts, ceramic material.

 (vii) Mansion any fi ve properties and application of nanomaterials. (Refer Section)

(GTU- June’ 2010)

 (viii) Explain the types, properties of metallic glasses and melt spinning technique to prepare the 

metallic glasses. (Refer Section) (GTU- June’ 2010)

Chapter-10

 (i) Defi ne NDT.   (GTU- Jan’ 2009)

  It is a testing of specimen to detect the presence of defects such as cracks, holes and fl aws without 
causing any damage to the material 



Q.10
 S.Q.P.

 (ii) Discuss in detail the ultrasonic fl aw detection. (Refer Section) (GTU- Jan’ 2009)

 (iii) Discuss the liquid penetration method of NDT in detail. (Refer Section) (GTU- Jan’ 2009)

 (iv) Short notes (1) Shape Memory Effect (Refer Section) (GTU- Jan’ 2009)

 (v) What are the objectives of NDT? Discuss about the ultrasonic inspection method-pulse echo 

system. .(Refer Section)   (GTU- Jan’ 2010)

 (vi) Explain X-ray Radiography.(Refer Section) (GTU- Jan’ 2010)

 (vii) Draw only the material phase transformation diagrams for shape memory effect (Temp Vs 

Load0 and pseudo-elasticity (Stress Vs Strain) (Refer Section) (GTU- Jan’ 2010)

 (viii) What is radiography?   (GTU- June’ 2010)

 (jx) Defi ne NDT.   (GTU- June’ 2010)

  It is a testing of specimen to detect the presence of defects such as cracks, holes and fl aws without 
causing any damage to the material 

 (x) Discuss the dye penetrant method of NDT in detail. (Refer Section) (GTU- June’ 2010)

 (xi) Draw a block diagram of an ultrasonic fl aw detector and explain its actions. (Refer Section)

(GTU- June’ 2010)
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